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Abstract
Track experiments and tests for railway vehicles are challenging
tasks. In order to realize methods and validate models which
are developed for railway vehicle systems, roller–rig test equip-
ments are widely used. In this study, a torsional dynamic model
of a tram wheel test stand, which has a wheel on roller config-
uration and has been used for research purposes in faculty of
transport engineering, university of Pardubice for many years,
is proposed. Numerical simulations are validated by the mea-
surements taken from this roller–rig. This model includes solu-
tion to geometrical, normal and tangential problems for wheel–
rail interface and models of electric motors. Comparison with
measurements shows that this modelling formalism is promis-
ing to test and verify proposed methods for the test stand and
railway vehicle systems.

1. Introduction

Verification and validation for the performance and safety of
railway vehicles are compulsory. These processes require the use of
special vehicles, tracks, measurement devices and qualified staff as
well. Therefore, verification and validation for the performance and
safety of railway vehicles are costly.

Since the beginning of research for railway vehicles, re-
searchers has sought different ways of verifying and validating their
innovations, models and methods. Roller–rig test stands are pro-
posed as a favorable solution to this problem. These test rigs in-
cludes rollers to simulate rails so that the motion of a wheelset, bo-
gie or a vehicle can be inspected without field tests.

A wide variety of roller–rig configurations exist in the literature.
As well as full scale roller–rigs, there are reduced scale ones to
investigate special aspects of railway vehicles. Several roller–rig
configurations are reported in [1]. Differences between wheel–rail
and wheel–roller cases, various substitutions of rail with a roller are
explained in [2, 3].

The roller–rig, which is considered in this study, has been used
for research purposes in the faculty of transport engineering, uni-
versity of Pardubice, Czech Republic. The researches carried out on
this test stand focus on wheel–rail adhesion [4–6] and traction [7,8].
Additionally, there are future works about this test stand especially
for testing new methodologies in model based condition monitor-
ing. An example for such a methodology has already presented
in [9].

In this study, a mathematical model of the test stand is com-
posed. It includes the mathematical model of a permanent magnet
synchronous motor, an asynchronous motor, contact between wheel
and roller and the torsional dynamic model of the test stand. Com-
parison of simulation results for this model with respect to mea-
surements shows that the model is suitable to reflect the physical
structure of the test stand and use it for research purposes.

2. Tram Roller–Rig

Test stand includes a tram wheel and a roller manufactured from
a railway wagon wheel. Wheel and roller are attached to an upright
frame. The wheel is connected to a swinging arm with a pneumatic
spring to provide normal force, the roller is connected to a base
plate. In order to provide traction or braking on the tram wheel, the
wheel is equipped with a torque–controlled permanent magnet syn-
chronous motor (i.e. PMSM). An asynchronous motor is attached
to the roller to keep constant speed, [6]. A diagram and the photos
of the test stand can be seen in Fig. 1 and Fig. 2, respectively.

Air pressure in pneumatic spring is observed by a pressure
transmitter. The incremental rotary encoders are mounted on both
shafts to provide the angular velocities of the wheel (ωw) and the
rail roller (ωr). The tangential force T and the coefficient of ad-
hesion µ (ratio of the tangential force to the normal force) are de-
termined from the output of a torque transducer on the roller shaft.
Sensory information is collected by a data aquisition (i.e. DAQ) de-
vice and then they are processed. A similar roller–rig configuration
is also reported in [10]. Characteristics of the PMSM are a nominal
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Fig. 2. The tram wheel test rig in the laboratory of the University of Pardubice

power of 58 kW, a nominal torque of 852 Nm and maximum torque
of 2000 Nm. Characteristics of the asynchronous motor connected
to the roller are a nominal power of 55 kW and a nominal torque of
891 Nm. The nominal rolling diameter of the wheel is 700 mm and
the nominal rolling diameter of the roller is 905 mm.

3. Models of the Electrical Motors

3.1. PMSM Model

Fig. 3 shows the dynamic equivalent circuit of the PMSM. Dy-
namic equations of the stator currents can be written as

d

dt
ids =

1

Lds
Vds −

Rs
Lds

ids +
Lqs
Lds

pωiqs (1)

d

dt
iqs =

1

Lqs
Vqs −

Rs
Lqs

iqs −
Lds
Lqs

pωids −
ϕ

Lqs
pω, (2)

where Vds, Vqs are d− q axes voltages, ids, iqs are d− q axes cur-

Vqs

Rs Lqs pωLds�ds

pωφ
�qs

(a) q-axis circuit

Vds

Rs Lds

pωLqs�qs
�ds

(b) d-axis circuit

Fig. 3. Equivalent circuit of PMSM
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rents, p number of pole pairs,Rs is the resistance of stator windings,
ϕ is the amplitude of the flux induced by permanent magnet of the
rotor in the stator phases, Lds, Lqs are d − q axes inductances, ω
is the angular velocity of the rotor. Electromagnetic torque of the
motor can be calculated from

TP = 1.5p [ϕiqs + (Lds − Lqs) iqsids] . (3)

Parameters of the PMSM, which are used in simulations, can
be found in Table 1.

Table 1. Permanent magnet synchronous motor parameters [8]

Parameter (Nominal) Value
Power 58 kW
I (Nominal Phase Current) 122 A
p 22
Tp 852 Nm
ϕ 0.2 Wb
ω 650 rpm
Rs 0.087 Ω
Lds 0.8 mH
Lqs 0.8 mH

3.2. Asychronous Motor Model

Electrical motor, which is mounted on the roller, is used for
breaking during operation. Several tests are conducted in order to
determine an equivalent circuit model of the asynchronous motor,
[11]. Thevenin equivalent circuit parameters for this motor obtained
at 50 Hz can be found in Table 2. Volts per Hertz (i.e. V/f) open loop
control methodology is used for motor control by using a rectifier
and inverter couple. By considering the Thevenin equivalent circuit
parameters which are provided in Table 2, mechanical torque of the
asynchronous motor can be calculated as

TA =
3

ωsyn

V 2
Th(

RTh +
R

′
2
s

)2

+
(
XTh +X

′
2

)2 R
′
2

s
. (4)

Table 2. Thevenin Equivalent Circuit Parameters of the
Asynchronous Motor

VTh 212.3438 V
RTh 0.0226 Ω
XTh 0.2007 Ω

X
′
2 0.3010 Ω

R
′
2 0.0181 Ω

4. Contact Model

Wheel and roller profiles are based on the theoretical profiles
which are used in the tramway network of Prague, Czech Repub-
lic. Rolling radii for wheel–roller are measured by a diameter tape.
These radii values can be used to calculate longitudinal curvatures
and they are 0.9043 m for roller , 0.6964 m for wheel. Lateral cur-
vatures and conicity angles are calculated by using analytical ge-
ometry and mathematical tools. Measured wheel–roller profiles are
illustrated in Fig. 4.
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Tram Wheel

Fig. 4. Measured wheel–roller profiles

In order to find the contact point, quasi–elastic contact search
formalism is considered. Quasi–elastic contact search uses elastic-
ity of the wheel–roller (or rail). It is more realistic with respect
to rigid contact search method. Furthermore, the computational
complexity of this method is lower than the finite element method.
Quasi–elastic contact search method is also used for a similar test
stand in [12]. Results for the solution of geometrical problem are
0.0503 rad of contact angle, 3.4306 m−1 and 0.529 m−1 lateral cur-
vatures for wheel–roller, respectively.
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Rigid contact point
Quasi-elastic contact point

Fig. 5. Results for rigid and quasi–elastic contact search method

4.1. Normal Problem

Theory of Hertz is considered to find the contact area occurring
between wheel–roller. Details of the considered solution method-
ology can be found in [13]. Elliptical contact patch dimensions are
2.605 mm and 2.622 mm semi–length and semi–width, respectively.
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4.2. Adhesion Model

The dry surface is assumed between wheel–roller. Slip veloc-
ity dependent friction model, which is proposed in [14], is consid-
ered in simulations. Slip velocity is dependent on the dimensionless
creep. Spin creep (1/m) and dimensionless translational creep can
be expressed as

sx =
vr − vw
vr

, (5a)

sφ =
sinδw
reqx

. (5b)

In these equations vw and vr are wheel–roller translational ve-
locities, respectively and δw is the contact angle. Wheel–roller
case is different from the wheel–rail case. Therefore, spin creep-
age should be calculated by considering an equivalent radius and it
is given as

1

reqx
=

1

rwx

+
1

rrx
, (6)

where rwx and rrx are the rolling radii of the wheel–roller, respec-
tively. Slip velocity is expressed as w = sx × vw and friction
coefficient is given with respect to slip velocity as

µ = µ0

[
(1 −A) e−Bw +A

]
. (7)

Values for the parameters and their definitions are presented in
Table 3 and they are based on the model parameters given for dry
conditions in [14]. A comparison between adhesion model and the
measurement is illustrated in Fig. 6. Adhesion measurements are
taken by using the torque transducer mounted on the roller shaft.

Table 3. Parameters for friction coefficient model

µ0 Maximum friciton coefficient 0.4
B (s/m) Coefficient of exponential decrease 0.6
A Ratio of limit friction coefficient µ∞ to µ0 0.4

0 1 2 3 4

Creep 10 -3

0
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Fig. 6. Comparison of adhesion model with measurement

4.3. Tangential Problem

Creep force model, which is presented in [14], is used. Tangen-
tial creep force is described as

F = −2Fnµ

π

(
kAε

1 + (kAε)2
+ arctan kSε

)
, kS ≤ kA ≤ 1,

(8)
where Fn is the normal force, kA and kS are reduction factors for
slip and adhesion areas on the contact patch, ε is the gradient of
tangential stress in the adhesion area and it is expressed as

ε =
2

3

Cπa2b

Fnµ
s, (9)

where s is the total slip, C is the contact shear stiffness, a, b are the
semi–length and width of the contact patch. Details of this creep
force model can be found in [9, 14]. Furthermore, the effect of spin
on the lateral creep force is considered. Details of how spin causes
an increase in lateral creep force can be found in [15].

5. Dynamical Model

Torques and creep force acting on the test stand is seen in Fig.
1. Dynamic model of the test stand is expressed as

dω̇r
dt

=
TA + (Fx × rrx)

Jrtotal

, (10a)

dω̇w
dt

=
−TP − (Fx × rwx)

Jwtotal

, (10b)

where moment of inertias (found by using a 3D modeling software)
and their values are presented in Table 4 and TA, TP are the torques
transmitted to the system by asynchronous motor and PMSM, re-
spectively.

Table 4. Moment of inertias of the wheel–roller

Jwtotal Moment of inertia of the wheel (with
connection components)

17.86 kgm2

Jrtotal Moment of inertia of the roller (with
connection components)

47.20 kgm2

6. Results and Discussion

The torque request during the simulations is illustrated in Fig.
7. The asynchronous motor attached to the roller operates at 7.5 Hz
synchronous frequency which corresponds to the 15 km/h transla-
tional velocity. Initial states (i.e. angular velocities) for wheel and
roller are calculated as 12.16 rad/s and 9.36 rad/s for wheel–roller,
respectively. Results are shown in Fig. 8 and 9. Simulation model
results and measurements for angular velocities are in good agree-
ment.

Actually, field oriented control method with front-end flux
weakening controller, which is presented in [8], is used for the con-
trol of PMSM. However, the field oriented control method is only
used for simulation purpose hereby. Even though two control meth-
ods have small differences, results and measurements are in very
good agreement since two controller provides same results until
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nominal speed is reached. Torque reference and the torque output
taken from the controller are illustrated in Fig. 10. This simulation
model reveals that it is promising and can be used for other research
purposes such as testing different control, parameter estimation and
condition monitoring algorithms on this test stand.

It is seen in Fig. 8 and Fig. 9 that there is noise in the measure-
ments taken from the wheel–roller. Main reason of this noise is the
mechanical imperfections in the system. Furthermore, angular ve-
locities are obtained by using a numerical derivation procedure for
rotary encoders attached to the wheel–roller. Measurements from
rotary encoders provide angular positions of the wheel–roller and
a simple numerical derivation procedure is applied in order to find
angular velocities. It is a known fact that numerical derivation pro-
cedure amplifies the noise effect in such measurements and this is
the second reason for such noise in the measurements.
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7. Conclusion

In this study, a simulation model for a tram wheel test stand
is presented. Firstly, mathematical models for electrical motors
attached to the wheel–roller are expressed. Afterwards, a contact
model is presented which provides solutions to geometrical, normal
and tangential problem. Lastly, a torsional dynamic model of the
test stand is given and results of the simulation model are compared
with the measurements. This comparison shows that the proposed
simulation model is promising to be used for different research pur-
poses.
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Abstract 
 

Urbanization, which has been one of the most significant 

parameters of changing social structure since the beginning 

of 20th Century, has also brought urban transport problems. 

To cope with these transport problems, traditional vehicle 

priority policies must be abandoned; modern policies taking 

individual mobility into consideration must be considered. To 

increase that mobility, urban rail system projects, which have 

long been implemented in developed countries, have become 

widespread in Turkey. These projects that have become the 

main transport system in many Metropolitan Municipalities 

have recently begun to be implemented in middle-sized cities. 

This study reveals the developing role of rail systems in 

transport policies as a tool for social and economic 

development and explores traffic policy in Erzincan as an 

example for middle-sized cities in Turkey. 

 

1. Introduction 
 

Since the transition from conventional agricultural society to 

modern industrial society, technological improvements have 

developed transport systems, and these systems have increased 

social and economic mobility as one of the determinant factors in 

social development. 

Social development theories reveal that social development 

depends on economic, social, and cultural revival, namely on 

mobility. These theories insist that development and 

improvement increase along with the increase in social mobility 

[1]. Transport technologies, as one of the most significant 

elements in development of economic, social, and cultural 

mobility, undertake critical functions such as productive use of 

natural resources, distribution of goods and services, and 

development of internal and external trade [2]. Urban transport 

systems are necessities to help the occurrence of social and 

cultural activities, along with interpersonal and social relations 

[1]. 

Transport needs, which in primitive societies were 

accomplished by walking and simple wheeled vehicles, since the 

beginning of 19th Century have gained another dimension with 

the development of faster and higher capacity transport vehicles 

using steam, electricity, and internal combustion. These 

technological pursuits, focusing on development of transport 

systems, caused rapid increase in individual automobile 

ownership and the number of motorized vehicles. To respond to 

the intensive infrastructure demand that followed this increase, 

some policies dependent on petrol and its derivatives followed 

between the 1950s and 1970s: removal of public transport 

vehicles from transport systems, annihilating urban rail systems 

—primarily trams—and extending road networks. In this period, 

traditional policies did not respond to the increase in the number 

of motorized vehicles; on the contrary, these policies contributed 

more and more to the complexity of existing problem. 

Although traditional policies as responses to solve traffic 

congestion problems present short-term solutions, they increase 

the number of vehicles and trigger a new loop in which similar 

problems are continued to occur (Fig. 1) [3]. 

 

 
Figure 1. General Approach of Transport Systems 

 

Increasing traffic congestion in urban transport since the 1970s 

and the economic effects of the global petrol crisis have made 

elimination of traditional vehicle priority approaches and 

implementation of contemporary human scale transport policies 

focusing on public transport inevitable [4]. Human-scale 

contemporary transport policies have been developed through 

strategies on establishment of safe public transport services, 

implementations that encourage private car owners to use public 

transport and discourage them from using their cars. Within the 

framework of these strategies, development of high capacity and 

integrated public transport systems, particularly rail systems, 

come into focus [3]. 

Urban public transport systems, set up for use of individuals, 

have an established tariff of fares, a route, timetable, stations, and 

on-line integrated rubber-wheeled or rail vehicle systems. 

Rubber-wheeled transport services are used on the routes that 

have lower passenger demand; rail systems are used on higher trip 

demand routes. Between these systems, light rail system (LRT), 

metro, suburban train, magnetic bearing, and monorail 

implementations have become prominent [5]. 

In the present research, the developing position of rail systems 

among public transport policies, development processes of rail 

systems in terms of legislation and implementation suited to 

Turkey, and implementation stages using Erzincan as an example 

as a middle-sized city will be explained. 

 

Traffic Congestion
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2. Rail Systems in Public Transport Policies 
 

Traditional transport policies that focus on increasing mobility 

of motorized vehicles that use fossil fuels have not been primarily 

preferable transport policies in the countries that are within the 

sphere of influence of European Union. Urban traffic intensity 

caused by low capacity and private vehicle transport, traffic 

congestion, air and noise pollution, as well as time and energy 

loss render this approach unsustainable. When modern 

approaches emphasizing human mobility rather than vehicles are 

investigated, public transport systems, particularly rail system 

implementations in coordination and integration with other 

systems, are the core of these policies. [1]. This section, which 

aims to give information about rail systems used in public 

transport policies, focuses on the topics such as first rail system 

implementation, historical development of these systems, and 

compares different rail system implementations. 

The first rail systems were seen at the beginning of 19th 

Century: trams being moved on a line through horsepower. These 

implementations, seen in New York, New Orleans, Paris, 

London, Copenhagen and others, offered improvement of some 

parameters such as speed, size, and distance covered, together 

with the integration of electric motor technology into these 

systems since the beginning of the same century; these 

implementations constituted the backbone of public transport 

systems [6]. The first metro implementation in which electric 

systems were first being used was London metro (1863). Apart 

from London, short-distance implementations appeared around 

these dates in some cities like Budapest, Paris, and Istanbul [7]. 

After the first half of 20th Century, because these systems did 

solve the problems of traffic and infrastructure in relation to an 

increasing number of the number of vehicles, rail systems 

represented the main alternatives for transport policies that 

focused more on public transport systems. In this policy 

framework, underground metro system networks in city centers 

and suburban train lines at the outer parts of cities integrated with 

these metro lines were constructed. Through these public 

transport policies, in which an accessibility concept was taken 

into consideration, the target was to decrease the use of private 

car and to increase quality of life in cities [8]. When global scale 

examples of rail systems are investigated, the prominent 

examples are heavily populated greater cities like Shanghai, New 

York, Chicago, Paris, Moscow and London with their long and 

frequently used metro lines. 

The first rail system implementation that integrated fossil fuel 

with motorized public transport services were tram and metro 

services in city centers and suburban train [9]. Recently, research 

into urban rail public transport systems and technological 

innovations have been changing the concepts behind rail systems 

and have generated new systems having more flexible activity 

areas; they defined by concepts as rapid-tram, light-metro or half-

metro. These new systems will be defined light rail systems 

during the present research [10]. 

Suburban train systems, developed to transfer people to who 

are obliged to live at the outside of city centers city by the 

increasing population in modern cities and intensification of 

shopping and working activities in city centers, are one of the 

most significant alternatives with their high passenger capacity 

and transportation cost. This system, which can be used integrated 

with an inter-city railway system, is quite efficient in terms of 

energy consumption and operation costs; it is also safe and 

comfortable [9, 11]. Suburban train implementations are 1435-

mm line-width systems fed by 15 to 25 kV line voltage via a 

catenary [12]. 

Urban rail public transport systems having the lowest 

passenger capacity system is the tram. This system, which moves 

on rails laid at the same level as the highway, is called a "street 

tram"; it can be operated in a mixed way with traffic and as a 

grade crossing, depending the topography [5]. These systems, 

which are usually driven by a driver, are dependent on road and 

traffic conditions: they are operated at 25–35 km/h, low operating 

speeds compared to other rail systems because they are 

intermixed with traffic, and because the distance between stops is 

short [6]. Tram systems are technically restricted to 1 to 3 

carriages with 1435 mm track width; vehicle widths between 

22002650 mm; catenary systems with a power supply density of 

750/1500 VDC; maximum speeds of 60–70 km/h, average speeds 

of 2535 km/h; maximum passenger carrying capacity in one hour 

with 300–500 m distance between stations, 100–300 passengers; 

4-6 axles with lengths 14–21 m; range from 7000 persons per 

hour up to 15,000 passengers by increasing speed, unit vehicle 

capacities ,and frequencies [9, 11]. Tram systems can be 

considered as the main transport system in the settlement units 

with lower population because of the maximum passenger 

carrying capacity, but they can also be used as an auxiliary 

transportation system integrated with LRT or metro systems in 

cities with high travel demand and high population [5]. In 

addition, if the tram system can be better organized and integrated 

with other urban transport systems, it can operate efficiently at 

lower capacities. 

A transitional form between tram and metro systems, Light 

Rail Systems (LRT), has been used in many mainly European 

developed countries since the mid-1970s, can carry a maximum 

of 35,000 passengers in a single direction with less passenger 

capacity than subway. These systems, which are designated as 

fast trams, light metro, or pre-metro, are controlled by a driver on 

the main roads mostly supported by the open-closed tunnels, 

splitting, diving, viaducts, and special short tunnel techniques; 

they rarely by the signalization system [6, 11]. These systems, 

which are used intensively in railway public transportation, are 

often preferred because they are more flexible: they are adaptable 

to urban macro forms, can be operated in mixed traffic, have 

lower cost compared to metro systems, have the opportunity to 

make a flexible selection of the physical properties of the vehicles 

depending on the applications, have superior energy-saving and 

lower air pollution caused by petroleum-fueled vehicles, have a 

lower accident risk, and are more comfortable [6]. Light rail 

systems have a 1435-mm track width, 2200–2650-mm vehicle 

width, 750/1500 VDC supply voltage via catenary or third track 

systems, maximum 60–100 km speed, average 25–45 km 

operating speed, 2–7 bellows, capable of carrying an average of 

250–300 passengers in single or multiple arrays with 4–10 axles, 

are 18- to 42-m in length, have a designed 600–1000m distance 

between stations, and a maximum passenger-carrying capacity of 

35,000 passengers per direction in one hour [5, 12].  

Metro systems, which constitute the main axis of public 

transport systems in greater cities with intense travel demands, 

can carry many more passengers with better comfort and safety 

compared to tram and light rail systems. Compared to other 

systems, initial investment and operation costs are higher; 

however, their ability to manage intensive travel demands easily 

using advanced signaling systems on private lines come into 

prominence. These systems are usually constructed underground 

to alleviate the surface traffic burden; but in the case of suitable 
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topography, options of either grade level or viaduct can be applied 

to reduce infrastructure costs [5]. Metro systems are heavy rail 

systems that have a 1435-mm rail width, 2650–3150 mm vehicle 

width, 750/1500 VDC supply voltage over catenary or third rail 

systems, maximum 80–100 km speed, an average operation speed 

of 45–60 km/h, carrying capacity  average of 1200 to 2500 

passengers, with 4-axes and up to 10 sets of multiple arrays, 180–

200 m length, capable of traveling at an average of 20–40 hours 

per hour, and a maximum passenger-carrying capacity in one 

direction up to 100,000 passengers [6, 12]. Implementations 

commonly used in public transportation systems in urban areas 

can easily be compared using this information, see Table 1. 

 

Table 1. Comparison of urban rail public transport 

implementations (İyinam and Öztürk, 2013: 3) 
 Tram LRT Metro 

Vehicle Capacity (passenger) 100–250 110–250 140–280 

Vehicle Length (m) 14–35 14–54 15–23 

Vehicle Width (m) 2.2–2.7 2.2–3.0 2.5–3.2 

Number of Vehicle 1–3 1–4 1–10 

Train Capacity (passenger / vehicle) 100–500 100–750 140–2400 

Line Capacity (thousand passengers / h) 4–15 6–20 10–70 

Maximum Speed (km / h) 60–70 60–100 80–100 

Operating speed (km / h) 15–30 20–45 45–60 

Emergency Brake Acceleration (m / sec2) 2–3.7 2–3 1.1–2.1 

Maximum Acceleration (m / sec2) 1–1.9 1–1.7 1–1.4 

Single Line Span (m) 3–3.35 3.4–3.6 3.7–4.3 

Station Range (m) 300–500 500–1000 500–2000 

Investment Cost (M $/km) 5–10 10–50 40–100 

Percent of fully protected line 0–40 40–90 100 

 

Urban rail systems as a significant component of modern 

public transport approach are preferred more as time passes, with 

their being comfortable and safer as well as their high passenger 

capacity and rapid transport time [5]. Together with the extended 

implementation of rail systems, technological improvements 

enable the development of many mixed rail and wheeled transport 

systems. In long-term public transport policies, which are formed 

by many factors such as existing population of cities, growth 

plans, and topography, it is required to find optimal solutions by 

integrating these new transport technologies. 

Considering that rail system implementations in public transport 

policies have commonly been used in many developed and 

developing countries, it is significant to determine an eco-politic 

process that needs to be followed in development of rail system 

projects in Turkey. The upcoming section, in which this 

development process from legislation to implementation will be 

explained, investigates the development process of rail system 

implementations in Turkey in a general manner. 

 

3. Rail Systems in Turkey from Legislation to 

Implementation 
 

The first example of the use of rail systems in urban transport 

policies in Turkey is the Beyoģlu-Karaköy Tunnel: it began to 

operate in 1875 and is the world’s third oldest metro. Subsequent 

urban rail systems were not included in transport policies until 

1989, apart from several suburban railway examples from some 

Metropolitan Municipalities because of the Ottoman Empire 

decline, World Wars, and having taken rubber-wheeled transport 

policies preferred by political decision makers. Before the 21st 

Century, that rubber wheeled urban transport policies did not 

respond travel demand that had increased together with the 

increase in the population of larger cities made obvious the 

necessity to use rail systems in urban transport [13]. This section 

aims to answer some main issues as why to adopt rail system 

policies for urban transport in Turkey, which legislation to obey 

during implementation stage of these systems, the historical 

development of rail systems in Turkey and problems at the 

implementation stages. 

 Demographic change in Turkey, started in 1950s and 

experienced with significant part of rural population shift to 

cities, combined with irregular urbanization policies and 

generated important urban problems. One of the most important 

urban problem is the continuous increase in traffic intensification 

and transport problems. To cope with these problems, traditional 

motorized vehicle mobility-oriented transport policies have been 

abandoned, and rail systems have been moved to the core of urban 

transport policies, particularly in some heavily populated 

municipalities [14]. Rail systems in urban transport policies aim 

to resolve traffic congestion in city centers and on the main axes, 

to respond to travel demands of people at the outer parts of city 

centers, to eliminate existing deficiencies of public transport 

supply, to eliminate problems caused by intermediary public 

transport modes (like paratransit), to lower air pollution and noise 

levels, and to control urban settlement by supporting new 

development areas. 

In Turkey, when the legislation on which rail system 

implementations depend is examined, the determinant role of 

development plans after 2000 can be observed. In the framework 

of related titles of 8th Five Year Development Plan prepared for 

the period 2000–2005, policies were proposed to increase traffic 

safety, increase the quality of public transport systems, develop 

pedestrian and bicycle transport, and for car parking 

management, taxi operation, and sea transport operation. In 

addition, the obligatory condition to implement a rail system is 

that the urban population under discussion needs to have at least 

one million people. The related titles of the 9th Five Year 

Development Plan, prepared for 2007 to 2013, put forth the 

policies of participatory, environmentally sensitive, and 

sustainable pedestrian and bicycle transport to overcome the 

problems caused by traffic. In the content of this plan, to have rail 

systems implemented, the travel demand of 15,000 persons per 

direction passenger/hour in peak hours is required rather than the 

population condition set in the previous plan. In the framework of 

the 10th Development Plan, covering the period 2014 to the 

present, pedestrian and bicycle lane implementation, integration 

of public transport systems, and smart transport systems have 

been given priority. It has been determined that minimum peak 

hour per direction travel demand in rail system investments is 

7,000 for trams, 10,000 for light rail systems and 15,000 for metro 

systems [6]. However, it should not be ignored that lower capacity 

urban rail system preferences can also be created through an 

efficient feasibility, capacity, and volume calculation. 

In cities that fulfill the conditions of development plans prior 

to investment, rather than considering rubber-wheeled and rail 

systems as alternative transport modes, these modes are as 

complementary modes. Following the year 2000, in some greater 

cities such as Istanbul, Ankara, Izmir, as well as Adana, Antalya, 

Bursa, Gaziantep, Kayseri, Konya, and Samsun that fulfilled 

necessary requirements in terms of population and travel demand, 

urban rail system projects were increasingly designed and 

implemented [5]. In the light of these developments, the total 

length of urban rail systems was 292 km in 2006, 477 in 2013, 

and it is expected to be 787 by 2018 [5]. Although the growth in 

rail system implementations demonstrates a significant 

transformation, considering the related statistics for Turkey and 
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global scale in comparison, it is obvious that only the very first 

steps of this transformation have been taken [5]. 

Traffic problems in Turkey, environmental problems caused 

by fossil fuels, and related economic problems make it inevitable 

that urban rail public transport systems will become widespread, 

as in many other cities. In addition, in cases where funds are 

insufficient to cover the investment costs of these systems, public 

administration—particularly local governments— might be 

harmed economically. 

Together with larger cities, to have rail system projects, which 

have commonly implementation potential in also middle-sized 

cities, economically sustainable, implementation processes and 

criteria should be approached carefully. In the framework of 

realistic constraints, rail system projects, which contribute 

development of cities in the long run, need to be designed. At this 

stage, implementation procedures of rail systems as tools for 

public transport policies will be explained specific to city of 

Erzincan. 

 

4. Implementation Processes of Rail Systems in Urban 

Transport Policies and Erzincan Example 
 

Increasing urban population and mobility that have resulted 

from rapid urbanization dynamics in Turkey affects greater cities 

as well as developing middle-sized cities in many aspects—

primarily transport problems. The classification based on the size 

of the city includes many criteria such as population size, 

function, and general settlement level. These criteria, which 

define medium-sized cities, vary from country to country [15]. In 

this framework, medium-sized cities in Turkey are those with a 

population of 50.000 to 500.000 when the population size and 

urban function are taken into consideration based on the study 

done by the State Planning Organization in 1987 [16]. This 

definition is widely used today, with the upper and lower limit 

under discussion [17-18].  

In transportation policies of medium-sized cities, traditional 

transport systems are abandoned and modern transport 

technologies are adopted in response to increasing travel demand 

with increasing of urban population [19]. To create a long-term 

solution to the transportation problems in medium-sized cities, it 

has been necessary to prepare a Transport Master Plan (TMP) for 

the municipalities by specifying legal regulations [20]. 

According to Article 10 of the Regulation, “Metropolitan 

municipalities and municipalities outside the borders of the 

metropolitan municipalities, having a population of over one 

hundred thousand, prepare a Transport Master Plan. These plans 

are made for a period of fifteen years and are renewed every five 

years. City plans and sustainable urban transport plans are 

handled together.”[20]. The responsibility of preparing the main 

transport plan is among the obligations of the greater cities in the 

framework of the Metropolitan Municipality Act of 2004. The 

related article also obliges cities with a population of over one 

hundred thousand, in the framework of the Metropolitan 

Municipality Act of 2004, to prepare the main transport plan as 

part of the obligations of the greater cities [21]. 

In the development phase of transport policies of cities in 

Turkey, the preparation of a Transport Master Plan has an 

important place, based on the legislation. The Transport Master 

Plan (TMP) studies contain the collection and evaluation of 

available information, the calibration and validation of the 

transportation demand forecasting model, the target year 

projections, the identification of the problems and bottlenecks in 

the current and target year structure, the identification of 

alternatives and testing with the transport model, and the strategic 

planning and programming of Transport Master Plan proposals 

and projects. Completed transport plans are first examined by the 

Ministry of Transport, Maritime Affairs and Communications 

and the General Directorate of Infrastructure Investments. After 

this review, the Transport Coordination Center and Municipal 

Council in the Metropolitan Municipalities, and local 

governments that are not Metropolitan Municipalities, are 

approved by the municipal council and are put into force [22]. 

In case the Transportation Master Plan recommends a railway 

system, metrobus, or cable system line within the scope of public 

transportation planning, to assess the applicability of these 

proposals and their financial and economic feasibility studies, 

preliminary / final projects and feasibility studies are prepared 

based on the design criteria published by the General Directorate 

of Infrastructure Investments of the Ministry of Transport, 

Maritime Affairs and Communications [22]. When the project as 

prepared and feasibility studies are approved by the ministry, the 

option of rail system is referred to Ministry of Development 

together with Council of Minister’s Decision. 

In cities with increasing population and growing 

transportation problems, the applicability of the proposed 

transportation projects is determined by the Transport Master 

Plan and additional studies on this plan. In this framework, 

Transport Master Plans are being produced in many cities, 

especially in greater cities, and applicable studies are becoming 

common [23]. In Turkey’s medium-sized cities , the Transport 

Master Plan, which has become more and more widespread day 

by day, and the implementation processes of the projected rail 

system proposed by this plan will be explained using Erzincan as 

an example. 

The Transport Master Plan study in Erzincan, which is in the 

foreground as one of the important cities of the region with its 

location, historical, and cultural richness and economic potential, 

started with the Mayor's authorization obtained from the 

Municipal Council in May 2016. After the protocol was signed 

between the municipality and Gazi University, the related work 

was carried out by the Urban Transportation Technology, 

Accessibility Implementation and Research Center 

(UTTAIC) within Gazi University; the completed plan was 

reviewed by the General Directorate of Infrastructure Investments 

of the Ministry of Transport, Maritime Affairs and 

Communications in April 2017 and rail system investment was 

found to be appropriate. 

Within the scope of Transport Master Plan, 1260 household 

questionnaires for the 65 neighborhoods within the boundaries of 

Erzincan Municipality, there was traffic counting on 56 different 

sections considering the transport structure of the city; a get-

on/get-off counting study on 11 bus lines of the municipality, 

pedestrian counting on 18 different roads and streets on which 

pedestrian flow and density is greatest; and pedestrian 

questionnaires on 21 different working areas [24]. 

Within the scope of the Transport Plan, moving in the 

direction of 2032 as target year to respond to the transportation 

demands of the developing city, scenarios have been developed 

in which the existing situation and probabilities are observed in 

short, medium, and long term. The initial scenario as the 

continuation of the present situation, rubber-wheeled public 

transport scenario, rail system development scenario, and rail 

system alternative scenarios are the different approaches that are 

put forth in the Transport Master Plan (TMP). The alternatives 
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generated by TMP have the power to influence the basic 

dynamics of existing situation. Scenarios developed for the 

Erzincan TMP such as travel cost, investment cost, air pollution, 

noise pollution energy consumption, and access time have been 

subjected to multi-criteria evaluation, and the least costly 

scenario—the rail system development scenario—was chosen 

[25]. 

The rail system project, which is among the scenarios of 

Erzincan TMP, is the Street Tram, which has the potential to 

respond to current travel demand and those in the future. 

According to this scenario, the planned system evolves in two 

stages. The first stage is projected to construct in the period 

between 2017 and 2018 and to be opened to service by the end of 

2019. After the beginning of the operation of the first stage, 22.5 

km in length, the goal is to complete the infrastructure works of 

the second stage in 2026 to 2027 and to integrate it into the 

system. At the first stage, it is assumed that the 22.5 km part of 

the project will be constructed between 2017 and 2018, and the 

system is projected to start operation during 2019. The 

infrastructure works of the second stage are planned to be 

completed and opened between 2026 and 2027 (Fig. 2) [25]. 

 

 
Figure 2. Erzincan Transportation Master Plan (TMP) Stages of 

Rail System Line 

 

When the entire street tram line proposed for Erzincan city  

begins to operate in its circuit, 32 stops are planned to serve all 

the zones. These stops are positioned in a balanced manner in the 

regions where the commercial, educational, and residential areas 

of the city are concentrated, based on the city's Master Plan (Fig. 

3). For the year 2019, the tram line is expected to carry 13,402 

passengers in both directions and 7,860 passengers in a single 

direction during peak hours [26]. 

In the first stage, the length of the line is 22.5 km for 2019; it 

is planned that 109,170 passengers will travel at an average speed 

of 35 km / h per day. In 2027, the second stage of the project will 

be completed; and the total number of passengers after the 

construction of the 29.1 km line will reach 193.310 per day for 

2027 [26]. Technical specifications such as speed, distance, travel 

time, rotation time, number of journeys, train capacity, peak one 

hour and maximum number of passengers, train number, train 

frequency, total capacity and number of required vehicles are 

presented in Table 2 by ten year intervals. 

Within the scope of the project, a total of 14 vehicle purchases 

are foreseen in the first year, including 2 spare reserves in the first 

stage. To meet the increasing passenger capacity, the passenger 

projections are planned to supply 2 vehicles in 2022, 8 in 2027, 6 

in 2032, 4 in 2037, and 26 in 2042 in [26]. The intervals at which 

the vehicles appear as recommended for the system are 5.5 

minutes at peak hours and 10 minutes during the average daily 

general demand. Each set has a maximum capacity of 400 people. 

In bi-directional tram system proposed for the Erzincan tram line 

route, vehicle length is 40 m, vehicle width is 2.4 m, and vehicle 

height is projected to be 3.5 m [26]. 

 

 
Figure 3. Erzincan Transportation Master Plan (TMP) Station 

Locations of Rail System 

 

Table 2. General Characteristics of Rail System 
  2019 2027 2037 2047 

Speed (km / h) 35 35 35 35 

Distance (km) 21 27.7 27.7 27.7 

Duration (min) 36 47.5 47.5 47.5 

Rotation Time (min) 79.7 105.6 105.6 105.6 

Number of Trips 12 15 20 28 

Array Capacity 400 400 400 400 

Number of Passengers in Single 

Way at Peak Time (Passenger / 

Direction / Hour) 

7.860 12.262 16.973 22.304 

Peak Highest Cross-Section Value 

(Passenger / Direction / Time) 
4.477 5.810 8.286 10.956 

Number of Sequences 6 12 16 11 (22/2) 

Expedition Frequency (min) 6 4 3 4,2 

Total Capacity 4.4 6 8 11.2 

Required Number of Vehicles 12 (+2) 22 (+2) 32 (+2) 42 (+2) 

 

If the planned tram project is completed, the main revenue 

source will be the ticket sales to passengers. The expenditures of 

the tram during a given period consist of 3 items; investment costs 

of lines and fixed plants; investment expenditures for vehicles; 

and operating expenses. When similar projects are examined 

considering the slope, length and passenger density of the 

projects, the projected investment cost is 320,052,679 [26]. The 

project, which is planned to be financed by the state financing 

model, estimates that cash outflow can be recovered by 2022. The 

year in which the cumulative cash flow based on the repayment 

method are positive is the year 2024, which corresponds to the 

sixth year of the project [26]. 

The route planned in Erzincan TMP and the Erzincan Light 

Rail System Feasibility Study and Avant Projects approved by the 

General Directorate of Infrastructure Investments of the Ministry 

of Transport, Maritime Affairs and Communications combines all 

the terminal points (airport, high-speed railway, bus station) with 

the city center in the fastest and most convenient way. It facilitates 

the transition between different transportation types that operate 

intercity, and contributes a gain importance for the Erzincan 
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region. Other advantages of the project include; convenience of 

topography and road widths on the route; low expropriation costs; 

and the potential for generating benefits beyond the cost of the 

project. In addition, the proposed rail system route connects 

Erzincan University, which is the main arrival/departure point of 

daily trips for more than 25.000 people, with the city center by 

fully satisfying their transportation and accessibility needs and 

contributes to the relationship between city and university. 

 

5. Conclusion 
 

To solve the problems in urban transport resulting from 

urbanization and the increasing population in our country, it is 

necessary to make rail system projects more wide-reaching. In 

this process, rail systems in the public transport policies of 

Middle-sized cities in Turkey has been investigated using 

Erzincan, a medium-sized city, where construction of rail system 

projects is enhanced by the population size stated in the 

"Regulation on Procedures and Principles for Increasing Energy 

Efficiency in Transportation" is provided for, and settlement 

order and number of passenger are conveniently obtained. In the 

medium-sized cities that are like Erzincan in terms of population 

(a population of more than one hundred thousand), rail system 

proposals should be developed that are directly proportional to 

urban development in the framework of sustainable transportation 

policies, and proper interventions should be made in public 

transportation policies for proper use of resources. 
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Abstract 
 

In this study, the battery voltage control strategy in railway 

vehicles with Non-Inverting Buck-Boost Converter (NIBBC) 

is investigated. For this purpose, a combination of 

Proportional-Integral (PI) and Adaptive Neuro Fuzzy 

Inference System (ANFIS) control methods which is known 

Hybrid PI+ANFIS is applied to the NIBBC and compared 

with the conventional PI control method. The NIBBC 

operated in constant output voltage mode however during 

extreme overload and different input voltage conditions to 

improve the power quality. In this study, ANFIS controller 

can adjust the appropriate PI parameters (Kp, Ki) for the 

purpose of solving the problems like rise time, settling time, 

and overshoot by online. Also PI controller gives the 

robustness and stability in steady-state. This method is 

simulated by Matlab/Simulink program. The simulation 

results show that battery management with NIBBC gives the 

better results with Hybrid PI+ANFIS compared to the 

conventional PI control method under various conditions. 

 

1. Introduction 
 

The railway industry has played an important role in modern 

transportation and social development due to its high capacity, 

high efficiency and low pollution. The power supply system in 

railway industry provides continuous and effective power for the 

trains in railway operation and great impact to its operations. 

Diesel and electrified railway vehicles which are frequently used 

today’s technology contain a large number of DC/DC 

converters. But battery voltage control is always a problem for 

the railway industry. Voltage drops and losses take place in the 

battery that are not used for a long time. However, instantaneous 

voltage peak occurs when the vehicle is started for the first time.  

For this reason, the devices which are controlled by the battery, 

break down frequently. In this study, the Non-Inverting Buck-

Boost Converter (NIBBC) control strategy has been proposed to 

keep the battery voltage keep constant. 

 DC/DC converters are widely used in industrial applications. 

A lot of control strategies are made on this area [1, 3]. In this 

study, it is analyzed to adjust the duty cycles of the converter 

switches for constant output voltage by using the combination of 

Proportional-Integral (PI) and Adaptive Neuro Fuzzy Inference 

System (ANFIS) control methods which is known Hybrid 

PI+ANFIS and performance evaluation is carried out. 

Conventional PI controller has a good static performance and 

robustness especially for linear and time-invariant systems, but a 

weak dynamic performance is unsatisfactory on nonlinear, time-

varying and uncertain systems [4, 7]. Among the various 

techniques of artificial intelligence, the most popular and widely 

used techniques in control systems are the ANFIS controller [8, 

9]. There are certain advantages in this control strategy; ANFIS 

does not need any mathematical model and it can give decisions 

by itself. 

 This study implements hybrid control into the NIBBC to 

improve disadvantages of conventional PI controller. ANFIS 

controller is applied for regulation of output voltage. Also PI 

controller gives the robustness and stability in steady-state. 

Simulation results show a better performance for hybrid 

PI+ANFIS controller compared to the conventional type. 

ANFIS controller can adjusts the PI parameters for achieve the 

optimal response of rise time, settling time, overshoot and 

steady-state error by tuning of PI parameters (Kp, Ki) online. 

While the system parameters of Kp and Ki values always 

constant with the conventional PI control method, the output of 

PI controller is trained with the artificial intelligence method 

which is known ANFIS and the output value is adjusted 

according to the error and the change rate of the error. 

Therefore, output which is less error rate and which is able to 

follow the reference better is obtained [10]. 

In this paper, NIBBC operating principle and circuit 

description detailed in section 2. Section 3 describes the control 

strategies of Hybrid PI+ANFIS controller. The performance 

analysis and test results are studied in section 4. The conclusion 

part is given in section 5, respectively. 

 

2. Circuit Description and Operation 
 

The control block diagram of NIBBC is shown in Fig. 1. The 

converter consists one inductor (L), one output capacitor (C), 

two switches (S1, S2) and two diodes (D1, D2). Also, NIBBC can 

work in three different modes and consists two cascade 

connected buck and boost converter in serial. When the output 

voltage is higher than the input; it can work in boost mode, as 

the input voltage decrease; it works in buck-boost mode when 

input voltage is within the range of output. Finally, if the output 

voltage is much lower than inputs it is in buck mode. 

 

 
 

Fig. 1. The topology of two switched NIBBC converter. 
 

If S1 switch is always turn on, converter is controlled like a 

boost converter by the S2 switch and If S2 switch is always turn 
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off, converter is controlled like a buck converter by the S1 switch. 

Also, it works in buck-boost mode when input voltage is within 

the range of output. In the steady state the relation between the 

input and output voltage is obtained by the following equations: 

 

0 1

21in

V D

V D



   (1) 

 

Which D1 is the duty cycle of buck switch (S1) and D2 is the 

duty cycle of boost switch (S2). Table 1 shows a summary of 

power converter operation in NIBBC. 

 

Table 1. Operation principles of NIBBC. 
 

Switch Buck 

Mode 

Buck-Boost 

Mode 

Boost Mode 

S1 On-off On-off on 

S2 off On-off On-off 

Average 

Load 

Voltage 

0 1 inV DV  
1

0

21
in

D
V V

D



 0
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2.1. Analysis of Operation Modes 
 

When the switch of S1 is turn on in the buck mode operation, 

the current flows through L, charges its magnetic field and 

forces output capacitor to charge and supplying load. D1 is off 

due to the positive on its cathode as in Fig. 2. When the switch 

S1 is turn on, change of the current can be written in Eqs. (2). 

 

( ) 1

( )in o
L on

V V
i D T

L


    (2) 

 

 
 

Fig. 2. Buck mode operation when the switch of S1 is turn on. 

 

It can be seen from the Fig. 3 that when the S1 switch is turn 

off, Inductor (L) loses energy and reverses its polarity. Current 

flows through D2 to the load.  

 

 
 

Fig. 3. Buck mode operation when the switch of S1 is turn off. 

 

The discharge voltage of L is collected in the capacitor to 

provide its voltage keep constant. If the value of capacitor (C) 

increases, the exponential curve reduces significantly and the 

inductor current decreases linearly. Therefore, the following 

equation is obtained; 

 

( ) 1(1 )o
L off

V
i D T

L
      (3) 

 

Fig. 4 shows in boost converter mode. In this mode S1 switch 

is always on. When the S2 switch is turn on, inductor (L) 

charges its magnetic field. It holds anode of D2 at ground 

potential and current passes through S2 switch to supply 

negative terminal. During this time, the energy of capacitor 

flows to the load for the purpose of reduce the oscillation. The 

following equation can be written; 

 

( ) 2
in

L on

V
i D T

L
    (4) 

 

 
 

Fig. 4. Boost mode operation when the switch of S2 is turn on. 

 

When the S2 switch is turn off as it can be seen from the Fig. 

5 inductor (L) discharges and flows their stored energy to the 

capacitor. Magnetic field of the L begins to reduce with the 

reverse polarity. So that the output voltage becomes equal or 

greater than the input voltage. 

 

( ) 2

( )
(1 )in o

L off

V V
i D T

L


     (5) 

 

 
 

Fig. 5. Boost mode operation when the switch of S2 is turn off. 

 

3. Control Strategies and Algorithms of Converter 
 

There are some control methods used in control systems. Each 

control methods have advantages and disadvantages. However, the 

main purpose of the system is to provide robustness, stability and 

fastness. In this study, Hybrid PI+ANFIS control method is 

implemented into voltage control loop and test results are 

compared with conventional PI control method. 

 

3.1. Implementation of Conventional PI Controller  
 

Conventional PI controller is most popular controller which 

is used in the converter applications. PI controller especially 

provides a good static performance for linear and time-invariant 

systems. As an example for the application of PI controller in 

industry, slow industrial process can be pointed; low percentage 
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overshoot and small settling time can be obtained by using this 

controller. Fig. 6 shows the topology of PI controlled NIBBC  

 

 
 

Fig. 6. The topology of PI controlled NIBBC. 

 

The parameters contained are Proportional and Integral. The 

proportional part is responsible for following the desired set 

point, while the integral part account for the accumulation of 

past errors and the rate of change of error in the process 

respectively. 

 

3.2. The Structure of ANFIS Controller  
 

All AI techniques have its own abilities such as FL, ANN, 

genetic algorithms (GA) and expert systems. For example, while 

ANN is good at learning and describing examples, it is not good 

at how decisions are made. FL gives very good results in 

decision making, but it cannot generate the rule automatically in 

the decision-making process. 

ANFIS approach is based on the idea of combining ANN’s 

learning ability, finding the most appropriate rules and FL’s 

decision-making like human. In this way, while ANN systems 

can be given the power to learn and calculate, FL can be given 

the ability to make decisions like human for the Anfis system. 

The architecture of the Anfis model proposed is shown in Fig. 7. 

 

 
 

Fig. 7. The architecture model of ANFIS. 

 

Layer 1: Each node corresponds to an input, with the “e” error 

and the “de” change of error. The data which is received from 

this layer transferred to the second layer without any processing 

or modification. 

Layer 2: The layered representation of membership functions in 

the fuzzy control. Each node in this layer represents a fuzzy 

cluster and each is expressed by a Gaussian function. 
                                                                                  

2

2

( )
, ( ) exp( )

( )

ij ij

ij ij ij ij ij

ij

x m
t y f t t




       (6) 

Layer 3: Each node in this layer represents a rule and the min 

operator is applied to the inputs of the nodes. 

 

min( , ), ( )ij j k jk jk jk jkt x y y f t t      (7) 

 

Layer 4: The layer of defuzzification which the refinement and 

extraction is applied in fuzzy control. A rule given at each node 

in the defuzzification layer weighted result values are calculated. 

 
5 5

0 0 0 0

1 1
1 1

, , , ( )jk jk jk

j j
k k

a a
a w y b y t y f t

b b 
 

       (8) 

 

Layer 5: The output value of each node in the fourth layer is 

summed and resulting in the real value of the ANFIS system. 

 

ANFIS controller adjusts the Kp and Ki parameters of PI 

controller using fuzzy adjuster. Coefficients of the conventional 

PI controller are not suitable for time-varying and nonlinear 

system because of adjustment trouble. Therefore, it is necessary 

to adjust the PI parameters automatically. Despite the 

conventional PI controller, Anfis controller is robust against 

dynamic changes in the system and does not need to know the 

whole system model. Therefore, Anfis controller shows the 

better performance than the conventional PI controller if the 

system is complex and undefined. 

 

4. Training of the System 
 

The proposed control method is trained by Matlab/Simulink 

program. The parameters used in converter topology are given in 

Table 2. Block diagram of the NIBBC that is controlled by 

Hybrid PI+ANFIS is shown in Fig. 8. The input and output data 

sets of proposed control technique is obtained from the 

conventional PI controller and compared to the constant 

frequency ramp signal for the purpose of adjust duty cycles of 

converter. 

 

Table 2. Parameter used in NIBBC. 
 

Output power P0 500 [W] 

Output voltage V0 72 [V] 

Input voltage Vin 40-110 [V] 

Switching frequency fs 20 [kHz] 

Inductances value    L 10 [mH] 

Output capacitor   C 100 [µF] 

 

 
 

Fig. 8. The topology of proposed two switched NIBBC. 
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In this structure, controller output is selected by the expert 

for the purpose of PI or ANFIS output controller base on error 

and change of error. Three variables are needed to determine the 

selecting hybrid controller which are error, PI and ANFIS 

outputs. Flow chart of the selective mode is shown in Fig.9. 

 

 
 

Fig. 9. Flowchart of the selective mode operation. 

 

In the buck and boost modes of converter, there are four 

separate ANFIS structure. Each Proportional (Kp) and Integral 

(Ki) coefficients have been trained with input (error, derivative 

error) and output data of the conventional PI controller and 

carried out for a different operating conditions. The hybrid 

controller structure behaves like an online PI controller without 

the need to design and tune for different operating conditions. 

The loaded training data sets of the Kp and Ki coefficients of 

ANFIS are given in Fig. 10 (a), (b), (c) and (d), respectively. 

 

 
(a)                                                    (b) 

 
    (c)                                                       (d) 

 

Fig. 10. (a) The plot of the Kp training data sets of boost mode, 

(b) the plot of the Ki training data sets of boost mode, (c) the 

plot of the Kp training data sets of buck mode, (d) the plot of the 

Ki training data sets of buck mode. 

 

The plots of the rule surfaces are generated by ANFIS 

inference. The surfaces of ANFIS structure for NIBBC are 

shown in Fig. 11 (a), (b), (c) and (d), respectively. Fig. 11 shows 

that the output value for any combination of the two input 

values. Coefficients of the conventional PI controller are not 

often properly tuned for nonlinear and time-varying system. In 

this proposed controller, parameters are tuned by using ANFIS 

controller, which provide a nonlinear changing. In the next part, 

it will be discussed the impact of this parameter changes on the 

system. 

         

(a)                                                 (b) 

         

 (c)                                                   (d) 

 

Fig. 11. (a) Kp surface of Boost mode, (b) Ki surface of Boost 

mode, (c) Kp surface of Buck mode, (d) Ki surface of Buck 

mode. 

 

5. Performance Analysis and Test Results 
 

Hybrid PI+ANFIS based control techniques have been 

proposed for NIBBC. In order to test the voltage stability and 

regulation performance of the proposed control method, 

different input voltage and load parameters were applied. The 

simulation studies are performed by MATLAB/Simulink 

program using ANFIS control method. Fig. 12 shows the 

topology of two switched NIBBC in Matlab/Simulink. 

 

 
 

Fig. 12. NIBBC circuit diagram. 

 

Fig. 13 shows the result of the converter for the case when 

the load of the converter is changed from 500 to 1000 W 

(change from full load to over load) and then again the power is 

changed from 1000 to 500 W (change from over load to full 

load) for conventional PI and Hybrid PI+ANFIS controllers, 

respectively. 

 

 
   (a) 
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   (b) 

 

Fig. 13. Output voltage of conventional PI and Hybrid 

PI+ANFIS controller methods for different load changes: (a) 

from 500 to 1000 W (b) from 1000 to 500 W. 

 

Fig. 14 shows the results of the converter for the case when 

the input voltage of NIBBC is changed from 40 to 110 Vdc and 

vice versa for conventional PI and Hybrid PI+ANFIS controller, 

respectively. The output power is kept constant (500W) during 

the input voltage changes.  

 

 
(a) 

 
(b) 

 

Fig. 14. Output voltage of conventional PI and Hybrid 

PI+ANFIS control methods for input voltage changes: (a) from 

40 to 110 Vdc (b) from 110 to 40 Vdc. 

 

Fig.13 and 14 show that the conventional controller responds 

slower than the other controller. Hybrid PI+ANFIS controller 

can be reached in a very short time despite the oscillation. Also 

settlement time for the hybrid controller was slower than 

conventional type. It reaches the reference voltage value in a 

very short time and then reduces the steady state error like an 

online tuned PI controller. 

 

6. Conclusion 
 

In this study, a nonlinear system controller Hybrid 

PI+ANFIS has been used to control the NIBBC. The 

conventional PI controllers of NIBBC have been replaced by 

Hybrid PI+ANFIS based controllers to make them more suitable 

for wide nonlinear and time-invariant operating conditions. 

Each of ANFIS structure have been trained with the two input 

(error, change of error) and one output data of the conventional 

PI controllers. The ANFIS training has been done by 

backpropagation learning algorithm and triangular membership 

functions with 5 input to learn the parameters related to 

membership functions and least mean squares estimation to 

determine the consequent parameters under 1000 epochs. The 

results show that the proposed Hybrid PI+ANFIS control 

strategy can achieve robustness in the steady state under wide 

input voltage and load variations. 
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Abstract 
 

Software development for safety-critical systems are 

challenging, costly and time-consuming processes. If railway 

signaling system software (interlocking software) 

development is in question, this process is also mandated by 

railway-related functional safety standards. First 

recommendation of these standards is to use a software 

development process model, i.e. The V-model. However, this 

process may become inextricable even though the process is 

guided by safety-standards and outer notified bodies (NoBo). 

In particular, due to inadequate planning or recurrent 

testing the costs may increase dramatically. This paper 

explains a slight modification in the design phase of the V-

model. The proposed modification ensures the requirement-

software matchup and guarantees that all fault requirements 

are implemented in the software. 

 

1. Introduction 
 

Development of a software is a difficult process that needs to 

be handled very carefully. Sharing the tasks, calculation of 

manpower, determining work packages and many assignments 

shall be considered. Therefore, such processes are guided by 

software development process models, or in other word, 

software lifecycles. Among many software development models, 

V-model is a well-known software lifecycle which used for the 

development of safety-critical software. 

Many studies can be found on different software lifecycles, 

decreasing the software costs, optimizing the man power, 

reasonable worst case analysis [1-5].  

This paper explains the application of DES-based fault 

diagnosis in software component (module) design and the 

structure of the paper is as follows: V-model is explained in 

section 2, construction of the diagnoser and coding is explained 

in section 3 and a case is given in section 4. The paper ends with 

a conclusion in section 5. 

 

2. V-model According to EN50128:2011 
 

Safety-critical software development for railway control 

systems are mandated by the EN 50128 standard. This standard 

provides guidance for the preparation, development, 

implementation and maintenance of any railway-related software 

which includes safety functions. The steps of software 

development process, methods, techniques, role of people are 

explained in this EN standard. The EN 50128 is in conjunction 

with EN 50126 (where Reliability, Availability, Maintainability 

and Safety - RAMS is demonstrated) and EN 50129 (where 

requirements of safety related electronic systems for signaling is 

explained).  The V-model, as defined in 50128:2011 [6], is 

shown in Fig. 1. As can be seen from Fig. 1, the lifecycle begins 

with a Software Planning Phase where Software Quality 

Assurance Plan (SQAP), Software Quality Assurance 

Verification Report, Software Verification Plan, Software 

Configuration Management Plan, Software Validation Plan and 

Software Maintenance Plan documents shall be prepared and 

shall be updated during the lifecycle. 

Each phase has its own input documents and several output 

documents shall be prepared by responsible team members at 

the end of each phase. The list of 46 documents including their 

preparation phase and the responsible person are given in Table 

A.1 and Table C.1 of EN 50128:2011. The liability of each team 

member is also defined in Annex B from Table B.1 to Table 

B.10 in EN 50128:2011. 

An important document is SQAP where the chosen lifecycle 

model, budgets, milestones of the project, roles of each team 

member, structure of the documentation, archiving, updating, 

writing and checking issues of the documents, the chosen 

methods, techniques and tools from related tables and etc. are 

defined. 
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External Activity

Software Component Design Verification

External Activity

Integration Verification

 
 

Fig. 1. V-model lifecycle [6] 
 

The left side of the V-model can be considered as definition 

and design part whereas the right side of the V-model can be 

considered as testing part. Each phase shall be carried out by 

separate and distinct teams. The number of person may expand 

in the development process but this expansion shall be identified 

from the very beginning of the project. In [7], the change of the 
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total number of software development teams are illustrated as 

given in Fig. 2. 
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Fig. 2. Software development teams [7] 

 

In addition to [7]; [8] illustrated the cost of detection of 

faults in the different phases of V-model (see Fig. 3). 
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Fig. 3. Cost of detecting faults [8] 
 

Additionally, the cost of fixing an error at the design phase is 

3–8 units, whereas the cost of fixing an error at the testing phase 

is 21–78 units. Another study showed that, it is 5 times more 

expensive to fix a problem at the design stage than in the phase 

of initial requirements, 10 times more expensive to fix it through 

the coding phase, 20 to 50 times more expensive to fix it at 

acceptance testing and, 100 to 200 times more expensive to fix 

that error in the phase of operation [2], [5]. 

As it is obvious from Fig. 1, if a fault is detected in Software 

Component Testing Phase after Coding, the development 

process shall move back to the left side of the V-model. 

Depending on the type and number of faults, the requirements, 

the software architecture or software models shall be reviewed 

and fixed by responsible team members which will increase the 

costs dramatically. 

In this study, it is shown that the software models (generic 

software blocks) can be checked by adding an intermediate step 

in the Software Component Design Phase of the V-model (see 

Fig. 4). 

By adding this intermediate step, the designer checks if the 

developed software fulfills the software requirements related 

with faults or not, before passing to the Coding Phase. 
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Fig. 4. V-model with diagnoser 

 

3. Construction of the Diagnoser and Coding 
 

Modeling (defined in Table A.17 of EN 50128:2011 [6]) is a 

must for the different phases of implementation of a software 

application. The use of Modeling is highly recommended for 

SIL3 by EN 50128:2011 in Software Requirements Phase 

(Table A.2 of EN 50128:2011), Software Arch.&Design Phase 

(Table A.3 of EN 50128:2011) and Software Component Design 

Phase (Table A.4 of EN 50128:2011). Recommended modeling 

methods are listed in Table A.17 of EN 50128 (see Table 1). 

 

Table 1. A Part of recommendations of EN50128:2011 on 

Modeling [6] 
 

Technique/Measure Ref SIL 3 SIL 4 

...... .... ... ... 

...... .... ... ... 

4. Finite State Machines D.27 HR HR 

5. Time Petri Nets D.55 HR HR 

...... .... ... ... 

...... .... ... ... 

...... .... ... ... 

11. Sequence Diagrams D.67 HR HR 
Requirements: 

1) A modeling guideline shall be defined and used. 

2) At least one of the HR techniques shall be chosen. 

 

Since 4 and 5 of Table 1 are also known as Discrete Event 

Systems (DES) based techniques, DES-based fault diagnosis 

methods are applicable. The diagnoser is built from the model 

itself and shall represent all fault types which are defined in 

Software Requirements Phase. As illustrated in Fig. 4, after 

construction of the model, designer shall construct diagnoser to 

check the diagnosability of the system. 

DES-based fault diagnosis and the diagnosability is 

described by Sampath et al. [9] as the detection with a finite 

delay occurrence of failures of any type using the record of 

observable events. The diagnoser is obtained by using the 

system model itself and it observes online the behavior of the 

system [10]. For detailed explanation of DES-based fault 
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diagnosis and diagnoser construction for railways, the reader is 

referred to [9-12]. In order to apply DES-based fault diagnoses, 

the designer shall model the railway field components in the 

Software Component Design Phase of the V-model.  

An example railway field is given in Fig. 5 (Eminonu tram 

station). The railway field given in Fig. 5 consists three different 

types of field components. To reduce the complexity, only the 

model of two-aspect signal and its diagnoser will be explained 

here. 

The model of the component shall be constructed with 

respect to the software requirements. First of all, a two-aspect 

signal has two colors; green and red. Therefore, designer need 

two places to represent these states. As an operational 

requirement, the signal shall be red when the system started. 

Therefore, the designer shall put a token in the place which 

represents red color information. As a safety requirement, some 

signal combinations such as both signals (red and green) are lit 

at the same time or no signal indication shall be detected by the 

software. Hence, the designer shall add two more places to its 

model. 
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Fig. 5. Schematic representation of Eminonu tram stattion 

 

The Petri net model of two-aspect signal is given in Fig. 6. 

Meanings of places and transitions are given in Table 2. 
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Fig. 6. Petri net model of two-aspect signal 
 

Table 2. Meanings of places and transition of the model given 

in Fig. 6. 
 

Place Meaning Transition Meaning 

pS2_1 Signal is red tS2_1 
Lit signal 

green 

pS2_2 Signal is green tS2_2 Lit signal red 

pS2_3 
Color fault 

restriction 
tS2_3 

Fault 

acknowledge 

pS2_4 
Color fault 

restriction 
tS2_4 

Fault 

acknowledge 

pS2_F1 

Fault type F1 has 

occurred (both 

signals are lit at 

the same time) 

tS2_f1 
Occurrence of 

fault F1 

pS2_F2 
Fault type F2 has 

occurred (no 

signal indication) 

tS2_f2 
Occurrence of 

fault F2 

 

When the system has started, related signal will be red. After 

a route reservation, the signal can lit green. The striped places 

and transitions are named as unobservable places and 

unobservable transitions, respectively. In other words, it is not 

possible to trace the occurrence of event. For example, it is not 

possible to detect the occurrence moment of related fault but 

later, it is detected by the diagnoser. We cannot detect the time 

instance when both signals are lit but later, it is possible to 

detect it by feedback information on the signal card. 

Later, the designer shall construct the diagnoser. The 

diagnoser consists of marking (1 or 0) which indicates the actual 

situation of the Petri net model given in Fig. 6. Additionally, the 

states of the diagnoser has fault label N or F which indicates that 

the related fault type has occurred or not. For the initial state the 

state of the diagnoser will be {(1,0,1,1,0,0,N)}, where 

observable place pS2_1 and unobservable places pS2_3 and pS2_4 

contains one token and the rest have no tokens. Since there is no 

fault at the initial state, the initial state of the diagnoser is 

labeled with N. The diagnoser states are changed according to 

the event occurrences in the Petri net model. The diagnoser of 

the Petri net model given in Fig. 6 is given in Fig. 7. 

The marking (state of the diagnoser) MS2_0 represents the 

initial marking. Due to the unobservable places and transitions, 

the states of the diagnoser changes by observing new markings 

or by observing new marking and observable transition 

occurrences. For instance, the state of the diagnoser changes 

from MS2_0 to MS2_1 by observing the new marking MS2_1 and 

occurrence of the transition tS2_1. The new marking MS2_1 is also 

labeled by N, since there is no fault. Additionally, the state of 

the diagnoser changes from the initial marking MS2_0 to MS2_f1 

by just observing the new marking MS2_f1. The marking MS2_f1 is 

labeled by F1, because the predetermined fault type F1 (both 

signal colors are lit at the same time) has occurred. 
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Fig. 7. Diagnoser of two-aspect signal 
 

To achieve the diagnosis properly, the diagnoser given in 

Fig. 7 shall be diagnosable. In other words, states of the 

diagnoser (the markings) does not include more than one fault 

label. In addition to this, the diagnoser does not contain any Fi-

indeterminate cycle [9]. In other words, the diagnoser does not 

contain any cycle of faults. 

As can be seen from Fig. 4, if the constructed Petri net model 

is not diagnosable, then the designer shall revise the Petri net 

model and check the diagnosability once again. Diagnosability 

also ensures that all software requirements related to that 

component are fully implemented in the model. In particular, the 

software requirements related with the faulty conditions. 

 

3.1. Coding the Diagnoser 
 

Sequential Function Charts (SFC) and Functional Block 

Diagrams (FBD) are recommended in Table A1.6 of EN 

50128:2011 standard. These two languages are used while 

coding the Petri net model and the diagnoser. The code for Petri 

net model of the two-aspect signal and its diagnoser is given in 

Fig. 8 and Fig. 9, respectively.  

 

 
 

Fig. 8. The code for two-aspect signal with diagnoser 
 

 
 

Fig. 9. Software block of diagnoser 
 

As can be seen from the diagnoser block in Fig. 9, inputs of 

the diagnoser are the states of the Petri net model given in Fig. 6 

and the diagnoser compares the actual states of the two-aspect 

signal with its faulty markings. When the actual states of the 

two-aspect signal is equal to ant faulty marking, then the 

diagnoser sets its related output (right side of the diagnoser). 

 

4. Case Study: Eminonu Tram Station 
 

Schematic representation of Eminonu tram station is given in 

Fig. 5. Eminonu tram station is located on T1 tram line of Metro 

Istanbul between Sirkeci and Karakoy stations. 

According to the V-model given in Fig. 4, all components 

(signals, points, rail blocks and routes) are modeled by using 

Petri nets and their diagnosers are constructed in the Software 

Component Design Phase. Later, these software components are 

converted to PLC code to run on a fail-safe PLC in the Software 

Component Implementation Phase. The product of these 

previous phases are tested and verified in the Software 

Component Testing Phase. 

Models and diagnosers are constructed according to the 

software component requirements document which include 93 

requirements in total, are tested according to the software 

component testing document with 94 test cases. As a result of 

using diagnoser design and the use of diagnosable models, 

component tests are took only three days without any modeling 

errors. The setup of Eminonu tram station can be seen from Fig. 

10. 

A traffic control center is also designed to command the 

railway traffic in the station. The railway field is also simulated 

with another PLC. The hardware inside the panel on the right 

side can be considered as a Hardware-in-the-Loop (HIL) 

component. 

 

 
 

Fig. 10. The setup for Eminonu station 

 

5. Conclusions 
 

Software development processes are for safety-critical 

systems need to be managed very carefully and selflessly. Many 

software development processes has failed due to 

mismanagement or incomplete planning. 

Design of a diagnoser allows designer to check software 

models are fully met or not with the software component 

requirements. Additionally, diagnoser design prevents designers 
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from software design errors (see [12]). Fixing these errors will 

be much more costly when they will later appear in the 

component tests. 

Additionally, detection of an error in software component 

tests requires that the component model be revised, recoded and 

retested from the very beginning. 
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Abstract 
  

This research is focused on detection of wheelset faults of 

Prague metro train set of type 81-71M using vibration 

sensors on the wayside with the contribution of a novel one 

period analysis. Vibration sensor activities for each metro 

passing are recorded by two accelerometer sensors which are 

mounted on both right and left rail for all day while metros 

are in routine operation. Signal samples of two known faulty 

wheels of a wheelset on ID-108 metro are used as ground 

truth information in comparison to ID-119 healthy data. The 

database has 16 faulty signal samples against 16 healthy 

ones. Three different methodologies; Wavelet Packet Energy 

(WPE), Time-Domain Features (TDF) and Linear 

Configuration Pattern Kurtograms (LCP-K) are used with 

Fisher Linear Discriminant Analysis and Support Vector 

Machines classifiers. Outstanding results are observed 

among proposed techniques up to 100%. Proposed methods 

may be used for a cost-effective wayside diagnostic system 

for railway vehicles. 

  

1. Introduction 
  

Diagnosis of wheelsets of railway vehicles is crucial by 

means of safety of the run and preventing further damage on the 

components. 

Condition monitoring of wheelsets of a railway vehicle is 

cumbersome with stationary techniques since multiple sensor 

allocation on each train is costly and maintaining sensor 

calibration over time is difficult unless a wayside diagnosis 

approach is employed. The main problem of a wayside 

diagnostic system is to achieve little number of false positives 

and false negatives in the detection. Once these conditions are 

satisfied, a cost-effective maintenance plan can be organized 

which is far more superior to scheduled or on-condition 

maintenance. 

Recent studies shows that it is possible to detect wheelset 

bearing faults [1], wheel profile and wheel impact problems [2] 

and wheel defects [3] using wayside approaches. As reviewed in 

[2], there are various methods which are focused on wheelset 

related faults: Wheel profile condition monitoring by using a 

high speed camera is possible. However this method requires the 

railway vehicle operating at a very low speed and further image 

analysis. Utilizing ultrasonic signal processing statistical 

techniques is also promising for detecting cracked wheels [4]. 

Out-of-roundness, shelling and wheel flats can be detected using 

optical sensors, accelerometers and strain gages [5],[6]. 

All techniques pointed out in this study require an 

appropriate signal processing and identification (classification) 

phase since signals in wayside environment are highly affected 

by the environmental noise and interaction of different 

components between each other. Unless a dynamical modelling 

is to be used, signal based methods are generally based on band-

pass filtering, wavelet and frequency spectrum analysis and 

Fast-Fourier Transform [7]. 

Another vital problematic is to determine how data 

acquisition and segmentation are to be done. Distinguishing 

between healthy and faulty cases requires a properly calibrated 

measurement instrumentation device and choosing a smart 

sampling window as it may overlap the information of nearby 

wheelsets and other structures. 

This study is focused on the detection of wheel flats on metro 

train sets using vibration sensors on the wayside. Throughout 

the study, two vibration sensors are mounted on the rail with 

accompanying optical gates which provides speed calculation in 

a metro tunnel in Prague. After recording the signals that are 

related to healthy and faulty metro wheels, novel signal 

acquisition and feature extraction techniques are used to detect 

faulty conditions of the wheelsets with the help of the signal 

classifiers. 

The paper is organized as follows: wayside measurement 

passage, signal acquisition and the preparation of the database 

are told in Section 2. Proposed feature extraction techniques are 

presented in Section 3. Analysis results are demonstrated in 

Section 4. Finally, conclusion part is given in Section 5. 

  

2. Test Environment 
  

In this study, measurements are carried out on a passage 

between Dejvická and Bořislavka metro stations which are 

located on Prague metro line-A. The operation speed of the 

metros in this passage are almost constant which provides stable 

and more standardized outputs preventing unexpected braking 

and structural noise. Two accelerometer sensors (
1

Z ,
2

Z ) are 

mounted on the foot of both left and right rails which are 

supplemented by two optical gates (
A

G ,
B

G ) that detect wheelset 

positions with respect to time. Vibration sensors are handled by 

NI-cDAQ-9234 device and signals are recorded with sampling 

frequency of 51.2 kHz for vibration sensors to observe spiky 

behavior in the signal more precisely and 500 Hz for optical 

sensors. Signals are recorded for all day long when trains are in 

their routine operation. All measurements were carried out as 

the part of the project; Competence Centre of Railway Vehicles, 
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No. TAČR TE01020038. The wayside measurement set up is 

shown in Fig. 1. 

 
DejvickaBorislavka

left rail

right railZ

Z

contact rail

tunnel

1

2

reflector

012345

reflector

3 53  mm

2860 mm

A
G

B
G

 
  

Fig. 1. Measurement system on the wayside passage 

 

The metro train sets that are investigated in this research are 

identical (type 81-71M) by means of bogies and passenger cars 

(five passenger cars on each train set with 4-axle traction 

bogies). 

Though there are a lot of passing available, the database is 

constructed by two trainsets; ID-108 with known wheel flats on 

both of the wheels on axle-7 and ID-119 which has healthy 

wheelsets on all of its bogies. In most cases faulty observations 

are far more than normal ones. Since eight passing of ID-108 

train set is available for use with two sensors, the final database 

includes these 16 faulty signal segments against 16 healthy ones 

which are acquired from ID-119 metro train set to equalize the 

database. 

Thanks to a novel technique which standardizes the signal 

segmentation for each wheelset passing; one-period analysis, 

a technique which calculates number of samples and positions 

respect to the sensor position so that each wheel is rotated only 

once, is used to finalize all signal samples on the database 

(Fig. 2, V: operational speed of the passing wheelset, r: wheel 

radius). Since wheel diameters vary significantly due to wear 

(0,730 – 0,785 m), the information of each wheel diameter is 

acquired from maintenance of train sets. 

 

 
  

Fig. 2. Understanding one-period analysis 

 

  Constructed database is shown in Table 1 which leads to 

a two-class classification problem. 

 

Table 1. Two-class database for wheel flat detection 

TRAIN ID Condition Wheelsets Sensors Total Samples 

119 Normal 2-17 Z1 16 

108 Wheel flat 7 Z1-Z2 16 

 

3. Proposed Techniques 
  

In machine learning, it is vital to represent necessary 

information while discarding the irrelevant parts which provide 

computational efficiency and higher recognition rates regarding 

to the problem. Maintaining relevant information is generally 

performed by different feature extraction techniques which are 

specialized for the classification problem that is focused. 

It is known that railway vehicle related signals have non-

stationary characteristics in most cases [8]. In this study, three 

feature extraction techniques are proposed which are efficient in 

non-stationary signal processing. After feature extraction stage 

is completed, two state-of-art classifiers; Fisher Linear 

Discriminant Analysis [9] and Support Vector Machines with 

linear kernel [10] are employed in order to distinguish between 

healthy and faulty conditions of the metro wheelsets. 

  

3.1. Wavelet Packet Energy 
  

Wavelet techniques are based on discrete wavelet transform 

and have wide range of implementations in signal processing. 

As an efficient feature extraction method for non-stationary 

signals, Wavelet Packet Transform (WPT) is introduced. In this 

method, Fourier spectrum of the signal is divided into desired 

number of frequency bands ( L ), which will change the 

frequency resolution according to the signal that is to be 

analyzed. The signals in the frequency bands are than filtered by 

low and high pass filters to achieve next level where the 

maximum number of components is 2Ln  . However, this 

signals are not time invariant and need further processing for 

a convenient feature extraction (Fig. 3). 

 

 
  

Fig. 3. Time shifted transients in time domain (left), resultant 

WPT of three-level (right) 

 

Thanks to the Wavelet Packet Energy (WPE) that makes 

signal characteristics translation invariant [11]; energy 

calculation of each wavelet packet is carried out (Fig. 4). As 

seen in Fig. 4, the outputs of both transients are nearly the same. 

 

 
Fig. 4. The resultant WPE of three-level for the signals  

shown in Fig. 3 
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In this research, five-level wavelet packet energy (WPE_5) is 

used after Haar wavelets [12] (Fig. 5) are utilized in the WPT 

phase and the resultant feature vector size is 32 x 1. 

 

 
  

Fig. 5. Preferred wavelet function for WPT 

 

3.2. Time Domain Features 
  

Faulty components generally generate different signals than 

healthy ones, statistically. One very common technique is to 

calculate time-domain statistics from the segmented signals. In 

this research, besides regular time-domain statistics, kurtosis (1), 

skewness (2) and crest factor (3) are also calculated for the 

discrete signal X[n]  which is inspired by a recent research [13] 

about rotating machinery fault diagnosis. 
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All time-domain features are calculated and concatenated in a 

8 x 1 matrix for each signal sample (4). 

 

 
8 1

, , . , ,

, , x

energy mean std dev max,min
TDF

kurtosis skewness crest factor

 
 
 

  (4) 

 

3.3. Linear Configuration Pattern Kurtograms 
  

In condition monitoring, Kurtograms are widely used 

especially in rotating machinery fault detection. Kurtogram 

approach is based on spectral kurtosis, which is a transformation 

of the signal into frequency-delta spectrum, that has previously 

introduced in the literature [14]. The main drawback of spectral 

kurtosis is its computational inefficiency. Thus, a few thousands 

of times faster algorithm is substituted so called Fast Kurtogram 

(FK) [15]. In FK, signal is divided into bands as it is in Short 

Time Fourier Transform (STFT) but in a different order so that 

maximum spectral kurtosis is shown in a grid view by means of 

intensity level which represents frequency-delta spectrum in a 

more appropriate way. 

Local Configuration Pattern (LCP)  is a descriptor based on 

Local Binary Patterns (LBP) [16] which is introduced in 2D 

pattern recognition. As an extension of LPB, LCP approach 

allows patterns to be detected on a 2D image rotationally 

invariant [17]. 

One crucial advantage of this technique is that it has a fixed 

output for the signal samples with different sizes. Thus, it 

always results 81 x 1 feature vectors independent from the input 

image. In the proposed LCP algorithm in this study, LCP 

window size is chosen as 16 x 16 which is proved to be 

successful for 128 x 128 image size. 

Mechanical faults have shown different behavior than the 

normal signal in the Kurtograms. One example from the 

database of healthy and faulty wheelsets of metros is shown on 

Kurtograms, which are resized into 128 x 128 pixels, after 

dynamical one-period analysis takes place on signal samples. 

 

  

Fig. 6. Sample faulty (a) and healthy (b) signals from vibration 

signals of metro wheelsets on Kurtogram 

 

  Combining these two techniques; Kurtogram and LCP, 

leads to the proposed Linear Configuration Pattern Kurtogram 

(LCP-K). The procedure of LCP-K implementation is shown in 

Fig. 7. 

 

 

Fig. 7. Implementation of LCP-K on a one-dimensional signal 

 

It is urgent to emphasize that signal samples ought to be 

segmented according to the rule of one-period analysis prior to 

FK approach to standardize the process. 

Consequently, proposed LCP-K technique is considered to 

be a convenient way of describing signature of the failures. 

The overall procedure of the proposed framework is shown 

in Fig 8. 

 

 

Fig. 8. Flowchart of the proposed wayside diagnosis system 

 

4. Analysis Results 
  

In the classification of healthy and faulty wheelset, two-state 

of art classifiers; Fisher Linear Discriminant Analysis (FLDA) 

and Support Vector Machines with linear kernel (SVM-I) are 

employed with 8-fold cross validation to achieve reliable results. 
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Table 2. Classification results after 8-fold cross validation 
  

Classifier 
Classification Accuracy (%) 

WPE_5 TDF LCP-K 

SVM-I 90.6 100 90.6 

FLDA 68.6 100 96.9 

 

In the proposed framework best results are obtained only via 

8-fold cross validation. Regarding to the results in Table 2, 

WPE_5 features have instable results indicating that this feature 

extraction method is less reliable in this duty. Proposed LCP-K 

feature extraction scheme have promising results in both of the 

classifiers but still not as efficient as TDF. It is also notable that, 

both SVM-I and FLDA classifiers can outperform each other in 

WPE_5 and LCP-K feature extraction techniques. Furthermore, 

in FLDA classification, both TDF and LCP-K has much better 

results up to 100%. It can be assumed that using either TDF or 

LCP-K feature extraction technique may be the most suitable 

way in detecting of wheel defects when vibration based 

diagnosis is performed. 

 

5. Conclusion 
  

This study investigates three feature extraction 

methodologies which are known to be efficient in mechanical 

fault diagnosis. Proposed techniques are utilized on the signals 

that are acquired by wayside passages of Prague metros with the 

novel one-period analysis technique which compensates the 

small changes in the vehicle operational speed. 

Besides, all proposed feature extraction schemes allow a 

fixed sized output even if the duration of the signal varies due to 

speed or wheel diameters. 

According to the results, both TDF and LCP-K are 

considered to be superior to conventional WPE features when 

FLDA classifier is used. The results show that it is possible to 

detect wheel flats with the TDF technique as 100%. 

This framework may be used in achieving an efficient and 

cost-effective wayside diagnosis of wheelset related faults, 

which also ensures safety of the run, not only for metros but also 

any kind of railway vehicles. 
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Abstract

In this presentation it is intended to point out the necessity of
realistic train dynamic models at different complexity levels for
the research community studying energy optimal driving strate-
gies, passenger comfort, cargo safety, and simulator develop-
ment. It is stated that for the design of energy optimal driving
strategies a point mass model of the train suffices. However, for
passenger comfort, cargo safety, and driver training simulator
development a dynamic model having lateral and vertical com-
ponents in addition to the longitudinal components is needed.

1. Introduction

Train dynamics model is essential for building a train simula-
tor. Having such simulator facilitates simulating scenarios which
are impossible to exercise in reality. For instance, train behavior
in steep gradients, frequent change of throttle positions, and using
sudden brakes. Simulators are cost effective tools in driver train-
ing. They provide a mean for investigation of train accidents [1].
Train dynamics is is also useful in making driving strategy deci-
sions. These decisions involve energy optimal train driving, reliable
maneuvering and enhancing passenger comfort. Each of these ob-
jectives involves a certain complexity of the dynamics model. For
instance, for the traction energy optimization a point mass model
suffices [2], however, for the passenger comfort such a lumped
model is not a solution; lateral and vertical components of the dy-
namic model must be considered.

In literature, there are two main train model approach that
were taken into account by researchers for years. Single mass
point approaches are generally based on open loop control. Var-
ious studies have been done considering single mass point ap-
proach. The common characteristic of these studies is ignoring
train dynamics. Timetable scheduling and energy efficient travel
between two subsequent stations are more concerned by these stud-
ies [3, 4, 5, 6, 7, 8].

The other train model approach is distributed mass model. For
this approach in-train forces are important. Linear quadratic regu-
lator (LQR) method was employed to optimize in-train forces and
speed variation [9, 10]. Yang and Sun modeled the dynamics of a
high speed train in cascade structure considering rolling resistance,
aerodynamic drag and wind gust. They used H2 / H∞ controller to
propose a robust cruise control system [11]. Most of studies which
are employed distributed mass model are closed loop system.

2. Point Mass Model

Modeling a whole train set, that is, the locomotive and the
rolling stock, as a point mass is widely used for analyzing and de-
signing driving strategies for optimal energy purposes. This model
is [2]:

dx

dt
= v

dv

dt
=
Ft − Fb

m
−R−Rg −Rc

(1)

where x and v are position and speed of the train respectively. Ft

is the tractive force, Fb is braking force, R is the rolling resistance
of the train, Rg is the resistance caused by level change, and Rc

is the railway curvature resistance, and m denotes mass of train.
By this model, a train motion between successive stations which
constitutes train’s basic motion in a journey can be analyzed. Let us
denote distance between stations be X , allowed maximum speed V
and allowed travel time be T . Hence parameters are restricted with
following limits:

0 ≤ x ≤ X, 0 ≤ v ≤ V, 0 ≤ t ≤ T (2)

These constraints together with the dynamics (1) lead to an optimal
control problem whose solution is a minimum drive strategy. It
is well-known that driving strategies consist of ordering the four
driving phases: (1) maximum traction, (2) cruising, (3) coasting,
and (4) braking phases. For an optimal energy consumption it is
possible that some of the phases may occur multiple times. This
approach has been applied successfully to local railway lines [2].

3. Distributed Mass Model

In the most basic distributed model the locomotive and each
wagon is considered as a point mass that interacts with preceding
and succeeding wagons (or locomotive) through a coupling ele-
ment. In a more developed model each vehicle’s internal dynamics
is taken into account. In such a case, the primary objective is to find
linear and rotational motion variables as a function of time. These
motion variables are described in Figure 1). In certain cases whole
time graphics of these variables are not needed; their asymptotic
behaviors, that is, whether they are stable or not, are sufficient.

Train’s motion in the x,y, and z directions are called longitudi-
nal, lateral, and vertical motions respectively. Rotations about these
directions are called roll, pitch and yaw respectively. For reliable
and comfortable travel, besides the linear motion variables, these
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y 

Fig. 1. Definition of train motion variables

rotational variables also interest the designer. Unfortunately, no sin-
gle set of equations is good for such analysis. Regarding a specific
vehicle configuration and a purpose of analysis,a suitable analysis
method may be used. Below we review various motions which are
encountered only in train motion analysis. The motion kinds to be
discussed below are hunting motion, curving dynamics, creep dy-
namics, motion due to track cant angle, motion due to primary and
secondary suspensions, and crosswind dynamics.

3.1. Hunting Motion

Due to conicity of the wheels, wheel cross section at contact-
ing points are different for the left and right wheels. Therefore, at
a given time interval each of the left and right wheels travel differ-
ent distances. This causes vehicle to turn left or right depending on
the initial state of the wheels. The turning directions alternate and
display a sinusoidal motion in the y direction. This is a lateral mo-
tion and called hunting motion. Up to certain speed, called critical
speed, hunting motions do not cause instability [16]. The critical
speed can be increased by using linear dissipation devices [13].

The hunting motion’s period depends on the distance between
the wheel contacts, wheel radius, and wheel conicity. This period is
calculated by Klingel’s formula [16]:

f =
v0
2π

√
δ0
e0r0

(3)

where r0, e0, δ0, and v0 are rolling radius, half the lateral dis-
tance of the wheel contact points, cone angle, and vehicle speed
respectively. Because e0 is fixed the frequency is increased by ris-
ing speed or cone angle or decreasing the wheel radius.

The frequency of the hunting motion above is obtained from a
linear approximation of Klingel’s equation. Since the original equa-
tion is nonlinear, the hunting motion dynamics is nonlinear.

Besides wheel-rail contact and conicity of the wheels there are
other causes of the lateral dynamics. Lateral motion due to bogies
and car bodies have frequencies 4-10 Hz and 1-2 Hz respectively
[14, 15, 16]

3.2. Curving Dynamics

Curve track may be represented by two arcs having the same
center but different radius. One of the wheels in a wheelset goes
along the outer rail and the other goes along the inner rail. In the
curves wheel along the outer track must travel more distance com-
pared to the one along the inner rail. For this to happen without de-
railing the wheel-rail contact positions must adopt itself suitable. Of
course, this can happen if the speed is below certain critical speed.

α

Fig. 2. An illustration of track cant angle

3.3. Creep Dynamics

Creep in rail is defined as the longitudinal and lateral move-
ments of the rails in the track [?]. It results from pressing of two
rigid bodies against each other and allowed to roll over each other.
Creep in the rails occurs generally in the phases of start or break
of the rail vehicle. A secondary reason for the creep is due to the
environmental temperature changes. Following a creep, rails do not
preserve their straightness anymore, they buckle in the lateral di-
rections. Depending on the size of the buckling, rail vehicles face
derailment upon exceeding certain speed limits.

Considering a rail vehicle and a track together as the system, it
is hard to predict track positions where creep has occurred. How-
ever, to find out the maximum allowed buckling, simulations for
certain degrees of creep may be performed.

3.4. Track Cant Angle

If one of the rail has higher altitude compared to the other then
track plane makes an angle with the horizontal plane. This angle is
called the cant angle. If correctly designed, cant angle support the
stability at curving motions. However on a tangent track it may be
viewed as a track irregularity and harm the stability.

3.5. Motions Due to Primary and Secondary Suspensions

Primary and secondary suspensions are the suspensions be-
tween wheelsets and bogies, and bogies and car bodies respec-
tively. These suspensions cause both lateral and vertical motions.
For small amplitude motions they are modeled by linear spring and
damper components. Higher amplitudes may cause instability. To
avoid instability bumpstops and air springs can be used [].

International Symposium on Electrical Railway Transportation Systems, ERUSIS'2017, October 27-28, 2017

28



3.6. Crosswind Motion

As the speed of the trains increase they face larger aerodynamic
forces during their travel modes. The lateral components of such
forces may cause motion instability and overturn the vehicles. Con-
structing heavier train sets is a solution but it is not desired in terms
of fuel efficiency, and in terms of track maintenance costs[17]. For
an analysis of crosswind dynamics an aerodynamics model of a rail
vehicle must be built. Such modelling involves computational fluid
dynamics model and wind tunnel tests.

4. Conclusion

Point mass train model ignores some detail dynamics of train.
Hence optimization method gets rid of complex processes relevant
to dynamics, however, some constraints are ignored. This model
may be appropriate for short trains and it must be considered for
problems which does not need detailed dynamics of train such as en-
ergy efficient train operation, timetable and speed profile optimiza-
tion problems. Distributed mass train model is closed loop con-
trol system which may control the interaction between train parts
separately. This model has the advantage of more realistic results,
however, it makes the optimization problem more complex. Hence
this model may be suitable for long heavy haul trains or high speed
trains which need to know detailed interactions between train’s sep-
arate systems such as braking and traction.

5. References

[1] M.J. Arsahd, Attiq-ur-Rehman, A. I. Durrani, and H. Ahmad,
”Mathematical modelling of train dynamics: A step towards
pc train simulator.”, Journal of Faculty of Engineering & Tech-
nology, vol. 20, no. 1, pp: 38-53, 2013

[2] K. Keskin and A. Karamancioglu, ”Energy-Efficient Train
Operation Using Nature-Inspired Algorithms,” Journal of Ad-
vanced Transportation, vol. 2017, Article ID 6173795, 12
pages, 2017. doi:10.1155/2017/6173795

[3] P. Howlett, ”An Optimal Strategy for the Control of a Train,”
J. Austral. Math. Soc. Ser. B, vol. 31, pp. 454-471, 1990.

[4] C. Jiaxin, P. Howlett, ”Application of Critical Velocities to the
Minimisation of Fuel Consumption in the Control of Trains,”
Automatica, vol. 28, no. 1, pp. 165-169, Jan. 1992.

[5] P. Howlett, ”Optimal Strategies for the Control of a Train”,
Automatica, vol. 32, no. 4, pp. 519-532, 1996

[6] P. Howlett, ”The optimal Control of a Train,” Annals of Oper-
ations Research, vol. 98, pp. 65-87, 2000.

[7] E. Khmelnitsky, ”On an Optimal Control Problem of Train
Operation,” IEEE Transaction on Automatic Control, vol. 45,
no. 7, Jul. 2000.

[8] X. Yang, B. Ning, X. Li, T. Tang, ”A Two-Objective Timetable
Optimization Model in Subway Systems”, IEEE Transactions
on Intelligent Transportation Systems, Vol. 15, No. 5, 2014.

[9] P. Gruber, M. Bayoumi, ”Suboptimal control strategies for
multilocomotive powered trains”, IEEE Transactions on Au-
tomatic Control, 27, 536-546, 1982.

[10] M. Chou, X. Xia, ”Optimal cruise control of heavy-haul trains
equipped with electronically controlled pneumatic brake sys-
tems”, Control Engineering Practice, 15(5), 511-519, 2007

[11] C. Yang, Y. Sun, ”Mixed H2/H∞ cruise controller design for
high speed train”, International Journal of Control, 74, 905-
920, 2001.

[12] V. K. Garg and R. V. Dukkipati, ”Dynamics of railway vehicle
systems”, Academic Press, 1984

[13] D. Baldovin, S. Baldovin, ”The Influence of the Wheel Conic-
ity and the Creep Force Coefficients to the Hunting Motion
Stability of a Bogie with Independently Rotating Wheelsets”,
Analele Universitatii Eftimie Murgu Resita: Fascicola I, In-
ginerie, pp 11-18, XIX, 2012.

[14] E. Andersson, M. Berg and S. Stichel, ”Rail Vehicle Dynam-
ics”, Dep. of Aeronautical and Vehicle Engineering, Royal In-
stitute of Technology (KTH), Stockholm, Sweden, 2007.

[15] S. Iwnicki (editor), ”Handbook of Railway Vehicle Dynam-
ics”,Textbook,ISBN 978-0-8493-3321-7, CRC Press, Taylor
& Francis, Boca Raton, USA, 2006.

[16] K. Knothe and S. Stichel, ”Schienenfahrzeugdynamik”, Text-
book, ISBN 3-540- 43429-1,Springer, Berlin, Germany, 2003.

[17] D. Thomas, ”On Rail Vehicle Dynamics in Unsteady Cross-
wind Conditions”, Studies Related to Modelling, Model Vali-
dation and Active Suspension, Doctoral thesis, Royal Institute
of Technology, 2013

International Symposium on Electrical Railway Transportation Systems, ERUSIS'2017, October 27-28, 2017

29



Hough Cross-Section through Sinusoid of Vanishing Point  

for Image based Obstacle Detection on Railways using Drones 
 

Seçkin Uluskan
1
 

 
1
Anadolu University, Vocational School of Transportation,  

Rail Systems Electrical and Electronics Technologies, Turkey 

seckinuluskan@anadolu.edu.tr 
 

 

Abstract 
 

This study proposes an image based obstacle detection 

system by means of drones. Drones have a great potential to 

be used in railway obstacle detection by periodically and 

locally inspecting the railways. In this study, a Hough 

transform based obstacle detection system for railways is 

introduced. This study suggests to monitor the cross-section 

of the Hough transform along the sinusoid of the vanishing 

point of the rails to detect any obstacle. By this way, two 

dimensional information of the Hough transform is reduced 

to a one-dimensional information where all Hough peaks can 

be simultaneously observed. This will yield a less complex 

algorithm for mini drones. To test the performance of the 

proposed solution, railway animation videos are created to 

perfectly simulate real scenarios in which drones are 

recording videos over the railway. It is shown that the 

proposed solution is quite successful in detecting obstacles 

along the railways. 

 

1. Introduction 
 

The railways provide people with a safe and convenient way 

of transportation, therefore the popularity and the importance of 

rail transportation increase all around the world. This situation 

accelerates the railway researches which aim to develop 

advanced railway technologies. Railway safety is one of the 

major issue of the railway research. The level crossing accidents 

(an important subject in railway safety) are defined as the 

accidents in which the train crashes to other vehicles, 

pedestrians or other objects which are temporarily present at or 

near the railway [1].  The level crossing accidents constitutes a 

great portion (26 percent) of all the railway accidents [1]. 

In order to avoid level crossing accidents or to prevent trains 

to crash any object on the rail during their travels, some 

automated obstacle detection systems were previously proposed. 

Two different strategies can be applied to detect obstacles on the 

railway. First strategy is to install stable sensors such as 

inductive loops, magnetometers, pneumatic tubes, piezoelectric 

cables etc. along the railways. This solution engages 

inexpensive materials yet their installation and maintenance 

result in significant costs [2]. Second strategy is to install 

sensors directly on the train to detect obstacle in front of it. 

These equipments can be thermal cameras, lasers, radars, 

ultrasonic sensors and finally video cameras [2]. These sensors 

are typically more expensive to acquire, however this strategy 

requires only very a few number of these sensors because they 

are only installed on the train. At this point, drones can provide 

a combined solution where these expensive sensors are carried 

along the railway. Drones which carry these sensors can 

periodically and locally inspect the railways. This study 

proposes an image based obstacle detection system by means of 

drones as shown in Fig.1. 

Previously, some image based obstacle detection systems are 

proposed specifically for railways. In one of the earlier study on 

this subject, several image processing methods are introduced to 

detect obstacle on the railway for automated trains [3]. These 

methods are track gaps, edge elements, gray value variance and 

correlation along the track etc. In another study [4], image 

sensors are installed in front of a train to obtain a real-time 

obstacle detection system. Again, several methods are 

introduced such rail continuity and rail surface brightness etc. 

Stereo camera systems are also used to obtain a 3D-vision based 

obstacle detection for automated trains [5]. Finally, Hough 

transform is used as the major tool in obstacle detection in 

railways [6].  

Drones recently became so popular that they are used in a 

wide range of applications. Consequently, railway technologies 

are also engaging drones to meet a lot of different needs. Drones 

are mostly being adopted to monitor railway infrastructure and 

detect or early alert any possible defect along the railway [7]. 

This study introduces a Hough transform based obstacle 

detection systems for railways. This study suggests to monitor 

the cross-section of the Hough transform along the sinusoid of 

the vanishing point of the rails to detect any obstacle on the 

railway. By this way, two dimensional information of the Hough 

transform will be reduced to a one-dimensional information 

where all Hough peaks can be simultaneously observed. This 

will yield a less complex algorithm for mini drones. To test the 

performance of the proposed solution, railway animation videos 

are created to perfectly simulate the real scenarios in which 

drones are recording videos over the railway. It is shown that the 

proposed solution is quite successful in detecting obstacles 

along the railways. 

 

 
1  

Fig. 1. Obstacle Detection system for railroads using Drones and 

image processing 
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2. Method 
 

2.1. Hough Transform of The Railway 
 

To detect obstacles on railways using images recorded by 

drones, this study proposes a Hough transform based solution. 

Before applying Hough transform, the images are subjected to 

edge detection as shown in Fig.1.a and 1.b. In Fig.1.a, an aerial 

image of the railway is shown, and Fig.1.b shows its new 

version after edge detection. Any line on the edge detected 

image can be represented by its polar coordinates [8], 

 

                         (1) 

  

where   is the distance of the line to the origin and   is the 

angular coordinate as shown in Fig.1.a. The main idea of the 

Hough transform is that any point in the edge detected image 

can be represented by all the lines which pass through this point: 

 

                               (2) 

  

where (   ,   ) is the location of the point within the edge 

detected image. The function      which relates   to  , in fact, 

is a sinusoidal curve [9], therefore, equation (2) can be rewritten 

as the following: 

 

                  (3) 

  

where   and   are the parameters which are defined as: 

 

         
  

   
     

 
   and       

     
  (4) 

  

Finally, Hough transform is the collection of all the sinusoids 

of the points within an edge detected image. The Hough 

transform of Fig.1.b can be seen in Fig.1.c. The sinusoids of the 

points which belong to a specific line in the edge detected image 

will overlap each other around the polar parameters of this 

specific line. Therefore, a line in the edge detected image will 

create a peak (called Hough peak) within the Hough transform 

of the image. 

The Hough peaks which are associated with the railway are 

pointed by a rectangle in Fig.1.c. In order to better observe these 

Hough peaks, we can zoom into this rectangle. Therefore, 

Fig.1.d shows this region more closely where Hough peaks are 

more visible. As seen, several Hough peaks exists in Fig.1.d. 

The Hough peaks of the railway are scattered such that they 

constitute two distinct groups. The Hough peaks which occur 

around  25 <   < 35 are associated to the left part and the Hough 

peaks which occur around 42 <   < 47 are associated to the right 

part of the railway. 

The idea of this paper is that any obstacle on the railway will 

reduce the strengths of these Hough peaks. An obstacle on the 

railway will create a disturbance on the aerial image, so they can 

mask either the left or right part of the railway. Consequently, 

the Hough peaks can lose their strengths or even disappear. 

Therefore, we need to monitor these Hough peaks to detect the 

obstacles on the railway. This paper finds a smart way to 

monitor all these Hough peaks simultaneously by means of the 

vanishing point. Two dimensional information of the Hough 

transform will be reduced to a one-dimensional  information 

where all Hough peaks can be observed. 

 
(a) 

 
(b)

 
(c)

 
(d) 

 

Fig. 1. (a) Original railway image, (b) edge detection, (c) Hough 

transform of the railway image, (d) Hough peaks 
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2.1. Hough Cross-Section through the Sinusoid of the 

Vanishing Point of the Rails 
 

In a two dimensional image of a three dimensional space, 

parallel structures or lines in this three dimensional space appear 

to intersect at a specific point. This specific point is called as the 

vanishing point of these lines [10]. Therefore, all the lines 

associated with the left and right parts of the railway must pass 

through a single vanishing point because they are all parallel to 

each other. Fig.2.a shows the vanishing point of the rails for the 

railway image shown in Fig.1.a. The vanishing point can stay 

within or out of the borders of the image as shown in Fig.2.a. 

This study will utilize the sinusoid of the vanishing point of the 

rails to simultaneously monitor all the Hough peaks associated 

with the railway. 

The vanishing points can be calculated by means of Hough 

transform. First, the best fitting sinusoid (Fig.2.b) which passes 

through the Hough peaks must be estimated [11]. This study 

utilizes nonlinear least squares estimation to accurately find the 

parameters of the sinusoid of the vanishing point, 

 

              
     

                      
 

   

 (5) 

  

where (  ,   ) is the location of the  th Hough peak and   is 

the total number of all the Hough peaks. When this best fitting 

sinusoid is converted back to its corresponding point in the 

original image, then the vanishing point is obtained, 

 

                    and                     (6) 

  

In this study, the drone which flies over the railway will be 

inspecting if there is any change in the levels of the Hough 

peaks associated with the railway. Therefore, if the drone 

investigates the complete 2D Hough transform for each image, it 

will be an inefficient algorithm, because most parts of Hough 

transform is irrelevant to the task. This paper finds a smart way 

to reduce the two dimensional information of the Hough 

transform to a one-dimensional  information. It is known that all 

Hough peaks are located along the sinusoid of the vanishing 

point. If the Hough transform is considered as a 3D surface, then 

a cross section of this 3D surface can be obtained along the 

sinusoid of the vanishing point as shown in Fig.2.c. As seen in 

Fig.2.c, this cross section includes all the information regarding 

to the Hough peaks. Finally, monitoring this cross section will 

be an convenient way to detect obstacles on the railways. 

 

3. Obstacle Detection System for Railways 
 

In this section, the obstacle detection system that is created 

will be presented by means of railway animation videos to 

perfectly simulate the real scenarios in which drones are 

recording videos over the railway. 

 

3.1. Railway Videos for Simulation 
 

Before testing the obstacle detection system which is based 

on Hough transform, a couple of animation videos are created to 

simulate the real videos which are recorded by drones moving 

over the railway. It is assumed that the drone is flying along the 

railway and recording videos as depicted in Fig.1.  

 

 

 
(a) 

 
(b) 

 
(c) 

 
 

Fig. 2. (a) Illustration of  the vanishing point on the railway 

image, (b) The sinusoid of the vanishing point which is 

estimated by nonlinear least squares, (c) 3D view of the cross-

section of the Hough transform through the sinusoid of 

vanishing point 
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Obstacle: Horse Obstacle: Car Obstacle: Human 

   

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

   
(m) (n) (o) 

 

Fig. 3.Three different simulation results for three different types of obstacles i.e. Horse, Car and Human. The obstacles 

on the railway can be detected by means of Hough Peaks Tracking Timelines. 
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In each video, the drone starts to fly 3 meters over the empty 

railway. After a while it encounters an obstacle which stays on 

the railway. The frame rate of the videos are set to be high 

enough, so the obstacles enter gradually into the scene. Finally, 

the drone leaves the obstacle behind and continues to record the 

video of the empty railway. Fig.3 shows three different videos 

with three different obstacles namely a horse, a car and a human. 

These videos involve not only different types of obstacles, but 

also different points of view with respect to railway. 

 

4.2. Obstacle Detection for Railway Videos 
 

In order to detect if there is any obstacle on the railway, the 

drone takes the Hough transform of the first frame that it 

records. For this first frame, it determines the location of the 

Hough peaks, and it estimates the parameters of the sinusoid of 

the vanishing point as shown in Eq. 5. Then, it obtains the 

Hough cross-section along the sinusoid of the vanishing point as 

depicted in Fig.2.c. The drone preserves its perspective along its 

flight over the railway, so it has a stationary point of view with 

respect to the railway during its flight. This stationary point of 

view allows the drone to skip the step where the parameters of 

the sinusoid of the vanishing point is calculated. Consequently, 

after taking the Hough transform of the image, it can directly 

extract the Hough cross section along the sinusoid of the 

vanishing point for the succeeding frames. Whenever drone 

changes its point of view, it must recalculate the parameters of 

the sinusoid of the vanishing point. 

The Hough cross section of a frame includes a couple of 

local maxima which can be divided into two groups 

corresponding to the right and the left part of the railway. In 

Fig.3.a, the right part of railway appears to be longer than left 

part within the image, so this results in higher Hough peaks in 

the right group as seen in Fig.3.d. As the obstacle enters into the 

scene as seen in Fig.3.g, the right sided Hough peaks decrease 

while left sided peaks stay unchanged as shown in Fig.3.j. This 

is because the obstacle only masks the right side of the railway. 

In Fig.3.b, because of a different point of view, the left part 

of railway appears to be longer than right part within the image, 

so this results in higher Hough peaks in left group as seen in 

Fig.3.e.  As the obstacle enters into the scene as seen in Fig.3.h, 

both the right and left sided Hough peaks decrease as shown in 

Fig.3.k. Because the obstacle is a large one (i.e. a car), it masks 

both side of the railway. In Fig.3.c, because the drone views the 

rail at the middle, both sides of the railway appear to be equal 

each other within the image, so this results equal levels of 

Hough peaks in left and right groups as seen in Fig.3.f. As the 

obstacle enters into the scene as seen in Fig.3.i, the left sided 

Hough peaks decrease while right sided peaks stay unchanged as 

shown in Fig.3.l. This is because the obstacle only masks the left 

side of the railway. 

If the averages of Hough cross sections around the right and 

left sided peaks are taken separately for each frame, then two 

different plots can be obtained for a single video. As seen in 

Fig.3.m, the plot of right part experiences a decrease which is 

successively followed by an increase to the previous level, 

whereas the plot of left part remains unchanged during the 

video. This alerts that there exists an obstacle on the right part of 

railway. Similarly, as seen in Fig.3.n, both the right and left 

parts' plots experience a decrease followed by an increase 

simultaneously. This alerts that there exists an obstacle on both 

the side of railway. Finally, in Fig.3.o, the left part's plot 

experiences a decrease because there is a human on the left part 

of the railway. 

As mentioned above, because of the high level frame rate, the 

obstacle enters into scene gradually. In other words, initially the 

legs of the horse enters into scene, then its body and its head 

appear successively at the top of image. This results in a gentle 

slope while the plots decrease. However, they experience a 

sharp increase after reaching minimum. This situation occurs 

because while the obstacle gradually appears at the top image, it 

quickly vanishes at the bottom image when the drone leaves the 

obstacle behind. Any fluctuation on these tracks can be 

conveniently tracked to detect any possible obstacle. Of course, 

only a decrease followed by an increase means there exists an 

obstacle on the railway. A permanent decrease in both of the 

plots most probably means that the drone has lost its point of 

view, so it must recalculate the vanishing point. 

 

4. Conclusions 
 

Drones have a great potential to be used in railway obstacle 

detection by periodically and locally inspecting the railways. 

This study proposes an image based obstacle detection system 

by means of drones. A convenient Hough transform based 

solution is proposed for real-time applications to be handled by 

mini drones. Experiments with animation videos simulating real 

scenarios illustrated that the proposed solution is quite 

successful in detecting obstacles on the railways. 
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Abstract 
 

Communication based train control (CBTC) systems are the 

state-of-the-art train control systems that have been applied 

throughout metro lines.  When a failure occurs in a CBTC 

system, other operational scenarios are used to continue the 

railway service, e.g. degraded mode, reduced speed. 

Signaling system failures have great effect on availability 

and safety of such systems. To reduce human interventions 

and minimize operational disruptions, fallback signaling can 

be designed with a CBTC system. In this paper, one of the 

RAMS parameters, availability is examined to evaluate the 

necessity of fallback system in the event of a subsystem 

failure. 

1. Introduction 

Over the last decade, there has been a huge focus on rail 

transport due to reasons including environmental awareness, 

increased urbanization, population growth, and it being a more 

energy efficient, safer, higher capacity and higher speed 

transport alternative [1]. The railway system consists of many 

internal disciplines and the signaling system is an essential part 

of the railway. Its principal task to ensure that trains run safely.  

From the point of signaling type, there are two main 

approaches: fixed block and moving block. In the fixed block 

signaling the track is divided into small sections (blocks) and 

block lengths are determined by track layout, train performance 

and operational requirements. Only one train can occupy a block 

at any time. In the moving block, on the other hand, there are no 

physical blocks and each train is considered as a block. Distance 

between two consecutive trains based on the speed can be 

reduced to a safety margin. CBTC systems employ the moving 

block concept. Compared with traditional fixed block systems, 

moving block systems are able to offer high availability, 

reliability and safety in operations due to distinctly different 

system configuration and components used in the approach [2]. 

With moving block signaling, minimum headways as low as 60 

seconds are achievable. [3]  

Signaling system is one of the most costly parts of the 

railway system. Also due to employment in traffic intensive 

environments, CBTC systems demand high availability. RAMS 

(Reliability, Availability, Maintenance and Safety) of the 

railway system describes the confidence with which the system 

can guarantee the achievement of this goal. RAMS requirements 

related with railway network are described in EN 50126 

standard. System availability is the result of reliability and 

maintainability being implemented as basic requirements in the 

design of the signaling system. 

CBTC systems employ redundant computer-based equipment 

to provide very high levels of reliability and availability [4]. 

When a failure occurs in the railway signaling system, other 

operational scenarios are used to continue railway service, e.g. 

degraded mode, reduced speed. For some reasons such as failure 

of equipment, mixed operation, upgrade of signaling system, 

control of maintenance vehicles, a secondary train detection 

system or secondary train protection system can be designed 

with CBTC system as fallback. 

In this paper, the need for a fallback signaling system with 

CBTC systems is examined in terms of availability.  

2. Communication Based Train Control System 

  
CBTC systems are the state-of-the-art train control systems 

that has been applied widely to metro projects. CBTC is a 

continuous automatic train control system utilizing high-

resolution train location determination, independent of track 

circuits; continuous, high capacity, bidirectional train-to-

wayside data communications; and train borne and wayside 

processors capable of implementing vital functions [5]. 

CBTC does not only provide for the highest levels of train 

protection but also it enables the maximum return on the 

investment into rail transit infrastructure through optimized line 

capacity and passenger throughput and reduced 

operating/maintenance costs [6]. CBTC system allows trains to 

operate at short headways and use the maximum speed allowed 

on the line.  

In signaling systems, the train position is used for many 

important decisions, such as: train separation, end of track, train 

routing, train protection, level crossing, coupling, rollback, over 

speed, door control and station stopping. In today’s CBTC 

systems, train detection is determined by the train itself. Each 

train calculates its own speed, direction, location and integrity 

by using devices such as tachometers, accelerometers, global 

positioning system (GPS), loop transpositions, Doppler radar, 

balises and digital track maps. To increase location accuracy, 

balises are mounted between rails. Balises give the fixed 

reference location information. As the train passes over the 

balises, it takes the reference location information via balises 

antenna and compares it to the measured value. Between 

stations, positioning can be calculated with the resolution of 

0.25 meter to 10 meter range [5].  

In traditional signaling system track is divided into blocks 

and safe train separation changes based on the block length. In 

CBTC systems, the distance between two trains is 

instantaneously calculated the according to the position of the 

front train and continuously updated. Each train’s position is 

continuously reported to the wayside controller (ZC) over the 
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data communication system. CBTC employ two techniques for 

safe train separation: virtual block and moving block. Virtual 

blocks are a software equivalents of physical track circuits 

separating trains in a fixed block train control system [7]. In 

moving block signaling each train is considered as a block and 

system continuously calculate the protected section around each 

moving train. Additionally, the interlocking conditions that are 

pre-requisite for safe train movement are continuously 

monitored by a wayside controller.  

CBTC system can be considered as a closed loop control 

system because each train communicates continuously and bi-

directionally with the wayside controllers. Since the position of 

each train is known, the distance between the two trains may be 

reduced to the safety margin. Based on the information received 

from all trains currently on the track, as well as a train’s braking 

capability, the zone controller calculates the maximum speed 

and distance the train is permitted to travel, collectively known 

as "limit of movement authority" (LMA), and sends it to the 

train [1]. A movement authority includes a physical track point 

or limit, which the train’s front end cannot proceed beyond [8]. 

A “brick wall” assumption is used to calculate the most 

restrictive braking distance considering that the preceding train 

is stopped at the LMA point, despite the actual speed of the train 

[9]. The zone controller knows all the physical and geographical 

features of the zone in order to control the trains in its area. 

CBTC systems can implement the interlocking functions in 

two ways: the first is by having separate devices, i.e., one device 

for the interlocking function (interlocking controller) and 

another for CBTC safe train separation (zone controller) [7]. 

Interlocking is responsible for route setting for trains. 

Interlocking also controls the trackside equipment such as point 

machines, platform screen doors. CBTC shall determine the 

limit of safe route ahead of the train from the most restrictive 

inputs from occupation track ahead, end of track, opposing 

traffic direction ahead and interlocking status [10]. 

Onboard control unit creates the speed-distance profile based 

on the topological data, gradient, static line speed, location of 

the balises, switches, stopping points, overlap area etc. Onboard 

control system can be considered as a closed loop speed control 

system. According to information received from subsystems 

(balises antenna, traction/brake, odometer etc.), onboard 

subsystem supervises the movement authority and initiates an 

emergency brake in case of violation of limits.  

 

3. Fallback Signaling for CBTC System 
 

The fallback train control operation is based on the fixed 

block train separation principle. In fig. 1, a sample fallback 

signaling layout is given. The safe train separation and train 

protection in fallback level relies on the fixed blocks that are 

interlocking routes and on the signal aspect controlled by the 

interlocking. The routes are generally given by the path between 

two signals. The train separation is ensured by the interlocking 

which is based on a conventional route process. Fallback system 

can be built using signals and track circuits or axle counters. 

Track circuits are used to determine the location of trains and 

signals give the information about clear ahead of signal to the 

driver. A train operates only in one control level at the same 

time. Fallback system can be used for degraded operation (e.g. if 

the ZC or DCS (Data Communication System) failure), mixed 

operation, upgrade of signaling level and safety considerations. 

Onboard control unit is able to detect the CBTC or fallback 

mode. In case of failure of communication system (either 

onboard or wayside ) or the train borne positioning system, or 

zone controller, onboard subsystem provides a transition from 

CBTC to degraded mode operation. The headway supported by 

a fallback signaling system depends on the length of secondary 

train detection sections.  

 

Fig. 1.  Track layout for fallback signaling. 

4. Availability Analysis  

Safety-critical system is a system whose a failure has the 

direct potential to cause harm, injury, loss of life or damage to 

the environment. Many signaling systems nowadays are 

designed on the basis of electrical, electronic, or programmable 

electronic (E/E/PE) technology. Signaling systems have a 

complex structure in which a large number of electronic 

equipment interact. Defects that may occur in these systems may 

cause loss of life and property. Reliability, Availability, 

Maintainability and Safety (RAMS) techniques have been 

applied in order to reduce such risks. RAMS process begins 

with determining the parameters that the system must provide. 
The EN 50126 standard describes the requirements for the 

RAMS of the railway signaling system and how this process will 

be carried out. According to EN 50126, availability ability of a 

system is defined as being in a state to perform a required 

function: under given conditions, at a given instant of time the 

ability of a system to perform a required function: under given 

conditions, over a given time interval [11]. 

Since a system is considered reliable as long as it does not 

fail, there is a very close relationship between reliability and 

failure. Failure can occur randomly at any time. The frequency 

at which these failures occur is the rate of failure. The failure 

rate is denoted by λ in the reliability and unit is generally given 

as failure per hour or FIT. λ is determined on the base of 

statistical data with the formula given in equation 1. Here, Nf is 

the number of failed units during the time period t, and Ns is the 

quantity of failure free systems in a given time interval (0, t). 

f

s

N

N t
 


     (1) 

Systems can fail at any time interval, so a continuous time 

modeling will be appropriate. After the failure data are 

collected, a histogram corresponding to the failure data is 

generated and then probability density function is obtained. 

Probability density function and reliability are denoted 

respectively by f(t) and R(t). The relationship between them is 

given in equation 2 [12]. 

( )
( )

dR t
f t

dt
 (2) 

Availability will vary depending on both the reliability and 

system maintenance strategy. There are two main ways of 

measuring availability. The first method of measuring 
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availability is through equation 3 [12]. Here, MTBF is the 

average time period of a failure/repair cycle. It includes time to 

failure, any time required to detect the failure, and actual repair 

time. MTTR is the average time required to move from 

unsuccessful operation to successful operation. The parameter 

related to MTTR is the repair rate, µ.  

MTBF
A

MTBF MTTR
 (3) 

The second method would be from an operational 

perspective and is measured using equation 4 [13]. Here, 

MTBM is the mean time between maintenance and MDT is 

mean down time. MTBM depends upon both MTBF and 

preventative maintenance. MDT depends on a number of 

factors: failure detection time, mobilization and repair time, time 

for test and accept repair, time to put back into service etc.  

MTBM
A

MTBM MDT
 (4) 

4.1. Markov Theory 
 

Markov modelling is a very flexible technique for reliability 

and availability analysis of complex systems. It is widely used to 

quantify system dependability in areas such as performance, 

availability, reliability and safety [14]. In a Markov model, the 

system is modeled as a state machine with each state 

representing some characteristic of interest for the system 

[12]. The system begins with an initial state and transitions 

from one state to another after a time that is exponentially 

distributed. Since the exponential distribution is memoryless, 

the next state of the system depends only on the present state 

and does not depend on when the last transition occurred. If a 

state in the Markov Chain has no transitions leaving it, then that 

state is called an absorbing state.  

Markov models are also classified into discrete time Markov 

chains (DTMC) or continuous time Markov chains (CTMC), 

depending on when the state changes. A Continuous-Time 

Markov Chain (CTMC) is one in which changes to the 

system can happen at any time along a continuous interval. i 
and j are elements of the sample space, the transition 

probabilities are calculated according to (5) [12]. pij is the 

probability of transition to j when the system is in state i. 

( ) [ ( ) (0) ]ijp t P X t j X i    (5) 

Markov chain has a transition matrix that provides the 

probabilities of changing from one state to another state. In 

equation (6), the general form of transition matrix is given [12]. 

11 12 1

21 22 2

1 2

n

n

n n nn

p p p

p p p
TM

p p p

 
 
 
 
  
 

 (6) 

State probabilities are obtained based on the state-space 

equations. The complete solution (probabilities dynamically 

change over time) or steady-state solution (asymptotic state 

probabilities) can be solved by (7) [12].  

1

11 12 1 1

2
21 22 2 2

1 2

( )

( )
( )

( )

( )
( )

n

n

n n nn n
n

dP t

dt p p p P t
dP t

p p p P t
dt

p p p P t
dP t

dt

 
 

   
   
    
   
      
   

 
 

 (7) 

4.2. CBTC Markov Model 
 

CBTC system consists of many subsystem and components. 

From a system point of view, we can divide the CBTC system 

into 6 subsystems: ATS (Automatic Train Supervision), DCS, 

ZC, IXL (Interlocking), Switch, and OBCU (Onboard Control 

Unit). If all subsystems correctly are working then the system is 

available and any failure in these subsystems directly lead to a 

failure.  In Fig. 2 CBTC system is depicted as a block diagram. 

The onboard control system is considered as a whole: odometer, 

balises transmission module, controller, onboard communication 

system, traction/brake subsystem and HMI. The switch block 

includes all the switches on the line and the same applies to 

other equipment. The failure probability distribution of each 

subsystem will be assumed exponential. Hence, the failure rates 

and restore rates are fixed. 

ATS ZC IXLDCS OBCUSWITCH

 

Fig. 2 Block diagram of CBTC system. 

System’s reliability in serial structures are calculated by 

multiplying the reliability values of each subsystem. Random 

failure rates about the subsystems are given in table 3. In the 

following analysis, systematic faults will not be considered. 

Table 1. Failure and repair rates of subsystems. 

Subsystem λ(1/h) µ(1/h) 

DCS 10-6 4/3 

ZC 3×10-6 4/3 

Switch 10-6 2/3 

IXL 3.3×10-6 4/3 

ATS 10-6 4/3 

OBCU 8×10-6 3/2 

The state-space diagram for the Markov process visualized in 

Fig. 3 shows the different states of the system and the possible 

transitions between them. Initial state is S0 state. S1, S2, S3, S4, 

S5 and S6 show the failure states. From equation (8) and (9) 

state probabilities are obtained. 

6 6
0

0

1 1

( )
( ) ( )i i i

i i

dP t
P t P t

dt  

         (8) 

0

( )
( ) ( )i

i i i

dP t
P t P t

dt
      (9) 

Using Laplace transform, state probabilities are calculated 

from (10). 

( ) ( )i
i 0

i

P s P s
s


 


       i≠0 (10) 
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Fig. 3. CBTC Markov model. 

If the system is in state S0, then the system is available to 

operation. As a result, the steady state availability is calculated 

from P0 or multiplication of availability of all subsystems. The 

availability and reliability of a 1oo1 system are calculated by 

following formulas.  

( ) CBTC t

CBTCR t e
 

  (11) 

( )( ) k k tk k
k

k k kk

A t e   
 
   

 
     

(12) 

6

1

( ) ( )CBTC k

k

A t A t


  (13) 

The steady state availability of the CBTC system of Istanbul 

M2 Metro line is calculated as 0.9998356 by the help of 

MATLAB and using the data in table 1.  

 

4.3. Markov Model of Fallback Signaling for CBTC  
 

To build the Markov model of CBTC system with Fallback, 

we consider the system as a primary and backup system. The 

voter selects the operation mode (CBTC or degraded) between 

the primary and backup based on the status of subsystems. They 

are interconnected. IXL, Switch, ATS and OBCU are common 

elements used by both CBTC and the backup system. This is 

shown in Fig. 4. Markov model becomes large and unwieldy as 

the system size increases and thus it is difficult to construct and 

solve Markov models for large systems [14]. To overcome state 

explosion, common elements are considered as a subsystem in 

the Markov model. Fig. 5 shows the Markov model of fallback 

signaling for CBTC system. This model assumes that the voter is 

perfect (%100 reliable and available).  

 

Fig. 4. Block diagram of CBTC with fallback system 

IXL

ATS

Switch

λswtch

λobcu

λıxl

λats

µ_swtch

µ_ats 
µ_obcu

µ_ıxl

obcu

S0 S1

S2 S3

λa

λb λb

λa

µa

λc

µa

µb S0

C

OK

D
µc

λd

µd

Markov model for 

subsytem C 
Markov model for 

subsytem D 

µa

 

Fig. 5. Markov models of C and D subsystems. 

The subsystem C consists of elements a and b. Using (14) 

and (15), failure rates and repair rates of elements a and b can be 

calculated.   

1 1

1

a DCS ZC

DCS DCS ZC ZC

a DCS ZC


   

    


   

 
     

(14) 

 

1 1

1

b axle signal

axle axle signal signal

b axle signal


   

    


   

 
     

(15) 

 

To solve the state probabilities of subsystem C, Laplace 

transform can be used as follows: 

0 0 1 2

1 0 1 3

2 0 2 3

3 0 2 3

( ) 1 ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

a b a b

a b a b

b a b a

b a b a

sP s P s P s P s

sP s P s P s P s

sP s P s P s P s

sP s P s P s P s

         

      

      

       

      (16) 

According to the Markov model, S0, S1 and S2 are available 

states. Availability of subsystem C can be obtained by summing 

the probabilities of these states. Using Matlab, the steady-state 

availability is obtained as.  

 
( ) lim ( )

( )( )

a b
C C

t
a a b b

A t A t


 
 

   
 (17) 

Subsystem D consists of serial components. Using (12) and 

(13), availability of subsystem D can be easily calculated. 

Finally, there are two series subsystems. System availability can 

be solved as. 

 ( ) ( ) ( )C DA t A t A t  (18) 

For Istanbul M2 metro line, given that 100 axle counters and 

40 signals are used for fallback signaling, we can compare the 

pure CBTC and CBTC with fallback. Failure and repair rates of 

axle counters and signals are given in table 2. From table 2 and 

International Symposium on Electrical Railway Transportation Systems, ERUSIS'2017, October 27-28, 2017

38



(18), the availability of CBTC system with fallback is calculated 

as 0.99985368.   

Table 2. Failure and repair rates of fallback elements 

Subsystem λ(1/h) µ(1/h) Quantity 

Axle Counter 2.5×10-6 4/3 100 

Signal 3×10-6 4/3 40 

CBTC systems are generally designed for 30 years. In terms 

of comparison of operational disruption, expected down times 

are given in table 3. As can be seen from this table, there is only 

a difference of 4 hours expected down time between the two 

systems.  

Table 3. Down time comparison 

System Availability Down Time 

CBTC 0.9998356 34.2 

CBTC&Fallback 0.9998536 30.44 

 5. Conclusions 

Experience shows that the secondary detection constitutes 20 

to 50% of the investment cost of a CBTC system for a green 

field project [4]. This cost depends on the number of axle 

counters and signal equipment, software complexity and the 

type of fallback system to be used (detection or protection). Also 

logistics costs increase as more equipment is being employed. 

Failures that occur in the secondary train control system while 

the CBTC is the primary system will not affect the operation of 

the system but there will be an extra cost in terms of 

maintenance. In terms of failure, CBTC systems have highly 

reliable equipment. In addition to this, adequate redundancy is 

built in these systems to avoid any repercussions due to a single 

point failure [15]. The calculations in this paper show that using 

a backup system in addition to a CBTC system does not increase 

the reliability of the system notably. Therefore using such 

fallback systems need to be reconsidered, and should be avoided 

unless they are necessary due to other reasons such as mixed 

mode operation, starting with a brownfield or safety 

considerations. 
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Abstract 
 

Asynchronous induction motors are the most preferable 

motors for the locomotives because of their simple but robust 

structure. The efficiency of the preferred motor is crucial for 

the limitation of the load pulled by the locomotive and 

suitability for the geographic conditions. In this study, a 

linear prediction based method is proposed for the 

forecasting the efficiency of the motor by using its speed, 

current and moment information. Before the predictor is 

applied, the statistical relations between efficiency and 

moment, efficiency and speed, efficiency and current of the 

motor are also analyzed and presented. 

 

1. Introduction 
 

Induction motors can be designed for various torque, various 

rotation speed and various drawn current parameters according to 

its usage. Therefore this different designs cause different 

efficiency percentages on the output of the motors. When the 

power of the motor is increased, the efficiency of the motor 

should also be increased, because of avoiding undesired amount 

of loss power. On the other hand how can we sure that we reach 

the desired efficiency percentage without complex and time-

consuming power measurements and calculations? The 

observations show that there are strong correlations between 

efficiency and three critical parameters of the motor: drawn 

current, moment and rotation speed, which are presented in 

details in Section-2. 

These correlations give the opportunity to construct a predictor 

function for the efficiency depending to current, moment and 

speed. In the literature, interpolation [1], extrapolation [2], 

Kalman filtering [3], Moving Average [4], Autoregressive 

Moving Average [5],  Neural Networks [6], exponential 

smoothing [7], linear prediction [8], Markov chains [9] and 

HMM[10] are the most used methods for the prediction. In 

addition various parameters of the induction motors are predicted 

by the soft computing approach [11]. In-line testing of permanent 

excited rotors is also one of the recent methods which is used for 

prediction of the electric motor performance [12]. A predictive 

method is applied in another work for determining the remaining 

range of the motor vehicle by the data of energy consumption 

[13].  In this study linear prediction is preferred, which uses 

correlation coefficients between current sample, and past samples 

of a signal. In the proposed method, current sample is taken as 

efficiency percentage and current, moment and speed values are 

used instead of past samples. The strong correlations which are 

presented in Section-2, plays the main role for choosing  this 

linear prediction method. In Section-3 the details of the linear 

prediction method and the obtained equations for the prediction 

are explained. 

In Section-4, the performances of the proposed predictors 

which use different combinations of the current, speed and 

moment values as input vectors, are presented comparatively and 

in Section-5 the obtained performances are analyzed and some 

possible ideas are listed for the future work. 

 

 

2. Correlations of Efficiency of Motor with Drawn 

Current, Output Moment and Rotation Speed 
 

The main parameter which gives a numerical magnitude for 

the correlation of two phenomena is covariance[14], if these 

phenomena thought as random variables as shown in (1). 

 

𝐶𝑜𝑣(𝑋, 𝑌) = 𝐸[𝑋𝑌] − 𝐸[𝑋]𝐸[𝑌]                  (1) 

 

In (1), 𝐸[∙]  denotes the expected or mean value of the 

phenomenon. In discrete variables, covariance can be calculated 

by (2) from the samples measured for these two variables. 

 

𝐶𝑜𝑣(𝑋, 𝑌) =
1

𝑛2
∑ ∑(𝑥𝑖 − 𝐸[𝑋])

𝑛

𝑗=1

𝑛

𝑖=1

(𝑦𝑗 − 𝐸[𝑌])     (2) 

 

According to Eq-2, some idea can be obtained about the 

relation of events X and Y. However this covariance value is 

dependent to the magnitude of standard deviations of  X and Y. 

This dependency is avoiding objectivity of the value. To discard 

the effects of standard deviations of X and Y and to normalize the 

value between 1 and -1, covariance value should be divided by 

standard deviations of X and Y. According to this division, 

Pearson Correlation Coefficient[15] is obtained as (3). 

 

 𝜌(𝑋, 𝑌) =
𝐶𝑜𝑣(𝑋,𝑌)

𝜎𝑋𝜎𝑌
                                      (3) 

 

For obtaining Pearson Correlation Coefficient between 

efficiency and moment, efficiency and drawn current and 

efficiency and rotation speed, various data for the various 

size of induction motors are needed. For this purpose, the 

catalogue parameters of GAMAK which is the company 

producing various size of induction motors are used[16]. 

 

 

 

 

International Symposium on Electrical Railway Transportation Systems, ERUSIS'2017, October 27-28, 2017

40



  These parameters are listed in Table 1. 
 

Table 1. Induction Motor Parameters for Different Sizes 
 

Motor kW Speed 
(RPM) 

Current 
(Ampere) 

Moment 

(Nm) 

Efficiency 

(%) 

5,50 1465 11,2 35,9 87.9 

7,5 1465 15,4 48,9 89 

11 1465 21,3 71,7 90 

15 1465 29,4 97,8 90.6 

18,5 1470 34,5 120 91.3 

22 1470 42,5 143 91.7 

30 1470 55 195 92.5 

37 1470 67 240 92.7 

45 1470 80 292 93.3 

55 1475 96 356 93.7 

75 1480 133 484 94 

90 1480 158 581 94.3 

110 1485 195 707 94.5 

132 1485 230 849 94.7 

160 1485 280 1029 94.9 

185 1485 323 1190 94.9 

200 1485 350 1286 95 

 

 

If (3) is applied on Eq-1, the Pearson Correlation Coefficients 

are found as shown in Table-2. 

 

Table 2. Pearson Correlation Coefficients 
 

𝝆(𝑬, 𝑺) 𝝆(𝑬, 𝑪) 𝝆(𝑬, 𝑴) 

0.8993 0.8234 0.8241 
Note: E,S,C,M denotes Efficiency, Speed, Current and Moment respectively. 

 

According to Table 2, it can be said that most correlated 

parameter with efficiency is rotation speed and least correlated 

parameter with efficiency is drawn current. However, both 

parameters have strong correlations with efficiency, which gives 

the opportunity to construct a linear predictor for efficiency. 

 

3. Linear Prediction Model 
 

    Assume that 𝐸İ̂ is the prediction value of efficiency. Then there 

are four linear predictors are proposed as (4), (5), (6) and (7) 

respectively. 

 

𝐸İ,𝑎𝑙𝑙̂ = 𝑎𝑀𝑀𝑖,𝑁𝑜𝑟𝑚+𝑎𝐶𝐶𝑖,𝑁𝑜𝑟𝑚 + 𝑎𝑆𝑆𝑖,𝑁𝑜𝑟𝑚 + min(𝐸)                 (4) 
 

𝐸İ,𝑀𝐶̂ = 𝑏𝑀𝑀𝑖,𝑁𝑜𝑟𝑚+𝑏𝐶𝐶𝑖,𝑁𝑜𝑟𝑚 + min(𝐸)                                       (5) 
 

𝐸İ,𝐶𝑆̂ = 𝑐𝐶𝐶𝑖,𝑁𝑜𝑟𝑚+𝑐𝑆𝑆𝑖,𝑁𝑜𝑟𝑚 + min(𝐸)                                          (6) 
 

𝐸İ,𝑀𝑆̂ = 𝑑𝑀𝑀𝑖,𝑁𝑜𝑟𝑚+𝑑𝑆𝐶𝑖,𝑁𝑜𝑟𝑚 + min(𝐸)                                       (7) 
 

 

For a successive prediction, input parameters of the predictors are 

normalized as in (8) 

 

𝑋𝑖,𝑁𝑜𝑟𝑚 =
𝑋𝑖−min(𝑋)

𝑚𝑎𝑥(𝑋𝑖−𝑚𝑖𝑛(𝑋))
                                 (8)        

 

The coefficients of the predictor 𝐸İ,𝑎𝑙𝑙̂ is calculated by the 

correlation matrix as in (9). 

 

[

𝑎𝑀

𝑎𝐶

𝑎𝑆

] = 𝐾 ∙ [

𝜌(𝐸, 𝐸) 𝜌(𝐸, 𝑀) 𝜌(𝐸, 𝐶)

𝜌(𝐸, 𝑀) 𝜌(𝐸, 𝐸) 𝜌(𝐸, 𝑆)

𝜌(𝐸, 𝐶) 𝜌(𝐸, 𝑆) 𝜌(𝐸, 𝐸)
]

−1

∙ [

𝜌(𝐸, 𝑀)

𝜌(𝐸, 𝐶)

𝜌(𝐸, 𝑆)
]

𝐾 = 𝑚𝑎𝑥(𝐸𝑖 − 𝑚𝑖𝑛(𝐸))

         (9) 

 

The coefficients of the predictor 𝐸İ,𝑀𝐶̂  is calculated by the 

correlation matrix as in (10). 

 

[
𝑏𝑀

𝑏𝐶
] = 𝐾 ∙ [

𝜌(𝐸, 𝐸) 𝜌(𝐸, 𝑀)

𝜌(𝐸, 𝐶) 𝜌(𝐸, 𝐸)
]

−1

∙ [
𝜌(𝐸, 𝑀)

𝜌(𝐸, 𝐶)
]

𝐾 = 𝑚𝑎𝑥(𝐸𝑖 − 𝑚𝑖𝑛(𝐸))

                (10) 

 

The coefficients of the predictor 𝐸İ,𝐶𝑆̂ is calculated by the 

correlation matrix as in (11). 

 

[
𝑐𝐶

𝑐𝑆
] = 𝐾 ∙ [

𝜌(𝐸, 𝐸) 𝜌(𝐸, 𝐶)

𝜌(𝐸, 𝑆) 𝜌(𝐸, 𝐸)
]

−1

∙ [
𝜌(𝐸, 𝐶)

𝜌(𝐸, 𝑆)
]

𝐾 = 𝑚𝑎𝑥(𝐸𝑖 − 𝑚𝑖𝑛(𝐸))

                (11) 

 

The coefficients of the predictor 𝐸İ,𝑀𝑆̂ is calculated by the 

correlation matrix as in (12). 

 

[
𝑑𝑀

𝑑𝑆
] = 𝐾 ∙ [

𝜌(𝐸, 𝐸) 𝜌(𝐸, 𝑀)

𝜌(𝐸, 𝑆) 𝜌(𝐸, 𝐸)
]

−1

∙ [
𝜌(𝐸, 𝑀)

𝜌(𝐸, 𝑆)
]

𝐾 = 𝑚𝑎𝑥(𝐸𝑖 − 𝑚𝑖𝑛(𝐸))

                (12) 

 
For the Table 1, the predictor equations are found as in (13), (14), 

(15) and (16) respectively. 

 
𝐸İ,𝑎𝑙𝑙̂ = 1.92𝑀𝑖,𝑁𝑜𝑟𝑚-0.30𝐶𝑖,𝑁𝑜𝑟𝑚 + 5.07𝑆𝑖,𝑁𝑜𝑟𝑚 + 87.9                 (13) 

 

𝐸İ,𝑀𝐶̂ = 3.21𝑀𝑖,𝑁𝑜𝑟𝑚+3.20𝐶𝑖,𝑁𝑜𝑟𝑚 + 87.9                                          (14) 
 

𝐸İ,𝐶𝑆̂ = 2.27𝐶𝑖,𝑁𝑜𝑟𝑚+4.35𝑆𝑖,𝑁𝑜𝑟𝑚 + 87.9                                           (15) 
 

𝐸İ,𝑀𝑆̂ = 2.28𝑀𝑖,𝑁𝑜𝑟𝑚+4.34𝐶𝑖,𝑁𝑜𝑟𝑚 + 87.9                                         (16) 

 

𝐸İ,𝐶𝑆̂ and 𝐸İ,𝑀𝑆̂  have close coefficients because normalized 

current data and normalized moment data are so close to each 

other because of linear dependency. 
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4. Comparative Results 
 

      According to the predictor equations, the predicted current 

values are found as in Table 3. 

 

Table 3. Prediction Values of Proposed Predictors 
 

Exact 

Efficiency 

𝐸İ,𝑎𝑙𝑙̂ 𝐸İ,𝑀𝐶̂  𝐸İ,𝐶𝑆̂ 𝐸İ,𝑀𝑆̂ 

87.9 87.9 87.9 87.9 87.9 

89 87.916 87.973 87.928 87.924 

90 87.946 88.087 87.968 87.865 

90.6 87.979 88.231 88.022 88.013 

91.3 89.277 88.336 89.142 89.138 

91.7 89.305 88.471 89.196 89.180 

92.5 89.374 88.723 89.280 89.274 

92.7 89.432 88.952 89.360 89.356 

93.3 89.5 89.208 89.447 89.451 

93.7 90.853 89.524 90.640 90.652 

94 92.285 90.202 91.974 91.970 

94.3 93.412 90.688 92.142 92.146 

94.5 93.841 91.361 93.476 93.461 

94.7 94.028 92.057 93.710 93.719 

94.9 94.261 92.992 94.045 94.047 

94.9 94.471 93.812 94.333 94.340 

95 94.595 94.314 94.514 94.514 

 

 

The best way to measure the performance of a predictor is 

calculating mean error (ME) and root mean square error (RMSE) 

of the predictor. These are shown in Table 4. 

 

 

Table 4. ME and RMSE of the Proposed Predictors 

 

 𝐸İ,𝑎𝑙𝑙̂ 𝐸İ,𝑀𝐶̂  𝐸İ,𝐶𝑆̂ 𝐸İ,𝑀𝑆̂ 

ME 1.7427 2.5981 1.8779 1.8796 

RMSE 2.0756 2.8864 2.1783 2.1800 

 

 

 

 

5. Conclusions 
 

   According to the Table-4, it can be deduced that using moment 

and drawn current data in a single prediction model is not an 

efficient idea, because they have the same information according 

to linear dependency. However if the speed data is used in any 

predictor, the predictor gives better results because of strong 

correlation with efficiency. Naturally, if both speed, current and 

moment data is used in the predictor, predictor gives the best 

result. Furthermore, the results shows that the weakest correlation 

of the motor efficiency is with the parameter of moment and the 

strongest correlation is with the parameter of speed.  

   Some environmental effects can change the accuracy of the 

predictions. The quality of the A.C. power used for driving the 

motor is one of these effects. Low quality A.C. power can cause 

unexpected synchronization problems, which causes necessity of 

more complex models for efficiency prediction. In additional high 

ambient temperature can cause irrational behaviors on electrical 

motor, which obstructs accurate efficiency predictions.  

   There can be used another parameter as temperature of the 

motor or noise of the motor instead of current data for obtaining 

better predictions in the future works. In addition, PCA can be 

applied to input vectors for filtering unnecessarily repeated 

knowledge in the input parameters. Moreover, the variety of the 

motors can be enhanced for obtaining more comprehensive 

prediction model. Finally the prediction model can be improved 

by choosing a suitable ARMA model, or NN model. 
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Abstract 
 

The purpose of this study is to analyze the railway bridge 

vibrations and control their negative effects through semi 

active Magnetorheological (MR) damper. Dynamic analysis 
of a railway bridge subjected to the moving load is 

performed. The real structural parameters are used and the 

six axle train is simulated as moving loads. The railway 

bridge is modeled as Euler-Bernoulli beam theory and it is 

discretized through Galerkin method. To mitigate the bridge 
vibrations, MR damper with a Fuzzy Logic based controller 

is positioned at the ends of the bridge. The simulations of the 

system are performed by Matlab software. Finally, the 

results are examined both in the time and frequency 

domains. 
 

1. Introduction 
 

Because of the increasing air pollution and traffic problems, 

the importance of rail vehicles gained importance as a mass 

transportation system. In addition, the railway bridges have 

become a part of the transportation, as well. With the 

development of materials and construction technology, the 
bridges are enabled to be built light and slender which made the 

bridges prone to the vibrations triggered by high-speed rail 

vehicles while passing. As a consequence, the vibrations of 

railway bridges are considered as a significant factor in bridge 

design [1]. 
    The dynamic behavior of railway bridges under moving 

load is a complicated and challenging phenomenon and is drawn 

the attention of scientists and engineers due to the complex 

structure of Railway Bridges. The interaction between rail vehicle 

and bridge creates a dynamic effect. The most crucial parameters 
determining the dynamic response of bridges are rail vehicle 

speed, characteristics of bridge and rail irregularity. The safety is 

expected to be maximum while the comfort of the rail vehicles is 

minimum. In order to do so, the controlling of rail superstructures 

and rail bridges, as well as the vehicle suspension are significant . 
In addition, the vibration control of a rail bridge is better both for 

its life and the rail vehicles on the bridge if any. 

    The structural damping while exposed to the vibrations is 

the typical characteristics of bridges as well as the civil structures 

are. Yet, that damping is regarded as insufficient. So, when the 
disturbance force is applied, it may cause strong and long-lasting 

vibrations. Hence, the semi-active suspension to mitigate 

vibrations is investigated. 

    When we review literature, it shows that the structural 

control of the railway bridges subjected to the moving load is 
studied by many researchers. The bridge can be modeled as a 

simply supported Euler-Bernoulli beam [2] and the train mass at 

a constant speed is modeled as a time and spatially changing load. 

Doing that, the vehicle dynamics can be neglected [3]. These 

models were adopted subsequently in the related study [4-5]. On 
the other hand, several researches on bridges’ dynamic response 

under the moving load, demonstrate the effects of moving the 

train. 

    The suspension types are separated into three groups which 
are active, semi-active and passive suspensions. However, only 

the semi-active one and the active one can be controlled. The idea 

in implementing a semi-active suspension is to change active 

force generator with adaptive elements that can shift the rate of 

energy dissipation in response to a momentary condition of 
motion. The force of suspension can be controlled through active 

causes in response to sensory feedback, whereas the actuators are 

used in active controllers to implement an independent force on 

suspension [6]. We could say that semi-active systems are more 

practical than passive systems and less expensive and 
complicated than active systems [7]. It is widely known that the 

MR damper is quite feasible and reliable to implement in reducing 

vibrations [8] since its performance is better than passive 

suspension as its power requirements are low and its hardware is 

inexpensive than active suspension [9]. Usually, the MR damper-
based semi-active controller works through a two-step progress. 

Firstly, a system controller designates the desired control force in 

respect of the responses; then damper controller sets the 

command applied to the MR damper so that it can track the 
desired control force. Hence, the successful application of the MR 

damper-based semi-active controller is depended on two aspects: 

One of them is to select a proper control strategy and the other is 

to establish the accurate damper controller [10]. 

    In this paper, the vibration of railway bridges subjected to 
the moving load is investigated. The bridge model is taken into 

consideration as a simple support beam. As the model is a 

continuous one, it is changed to discrete model through the 

Galerkin method and its vibration is investigated when subjected 

to the force which is due to the train passing on the bridge. To 
mitigate vibrations, two symmetric MR dampers are applied to 

the bridge from the bottom. Fuzzy logic control method is used 

on MR dampers to determine the voltage input. Controlled and 

uncontrolled results are analyzed. 

 

2. Mathematical Modeling 
 

Fig. 1 shows that a model of railway bridge. Bridge modeled 
as Euler-Bernoulli beam which is constant cross-section, 

homogeneous and simply-supported. At that time MR dampers 

that modelled as Modified Boucwen Model, located on two sides 

of bridge. In addition, forces thought as axial forces of railway 

train axles. 
 

 

     

   
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Fig. 1. Railway bridge with MR dampers acted on moving axle 

loads 
 

where EI, m, c and w(x,t) were flexural rigidity mass per 

length, the damping coefficient and transverse displacement of 

bridge at point x and time t, respectively. Parameters of bridge 

were given in Table 1. Right hand of equation is axial forces (P) 
represented by Dirac-delta function and MR damper forces. 

Dirac-delta function 𝛿(𝑥) was thought as a unit concentered force 

acting at point 𝑥 = 0. Dirac-delta function was defined in Eq. 2. 
 

 
b

a

(x vt)f (x)dx f ( ) for a b         (2) 

 

By using Galerkin method transverse function w (x, t) was 

transformed into two separate functions Eq. 3. It was selected a 

sinus function sin
i x

L

 
 
 


depending on x, in order to satisfy 

boundary conditions. 

 

 
1

( , ) ( )sin 1,2,...,
N

i

i x
w x t T t i N

L


    (3) 

 

Trial function (3) is implemented in Eq. (1), multiplied full 

equation with trial function and integrated from 0 to L. Finally, a 
partial differential equation (Eq. 1) is turned into ordinary 

differential equation (Eq. 4). 
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 (4) 

 
At the right-hand side of equation, there are eight forces. First 

six forces are moving forces that represented train axle loads. L1, 

L2… are distance from first wheel (Fig. 1). The last ones are the 
MR damper forces that were located two sides (xd1, xd2) of bridge.  

Damping of bridge is modeled as Rayleigh structural damping 

[2], depended on mass, rigidity and natural frequencies of the 

bridge (Eq. 5-6). ωi, ωj is represented natural frequencies of the 

simply supported bridge. 
 

 0 1c a m a k    (5) 

 

 0 1

2 2
;

i j

i j i j

a a 
 


 
   

  (6) 

 

As mentioned above, MR Dampers modeled modified 

Boucwen Model that related equations are given Eq. 7-12 [12]. 
 

 
1

( ) ( )
n n

z x y z z x y z A x y


         (7) 

g 

  0 0

0 1

1
( )y az c x k x y

c c
   


  (8) 

G 

in which k1 is the accumulator stiffness; c0 is the viscous damping 

at larger velocities; c1 is viscous damping for force roll-off at low 

velocities; x0, is the initial displacement of spring k1; and A, β, γ 

and n are the constants about MR Damper that  force was 
calculated as Eq. 9 [12]. 

 

 
0 0 1 0

1 1 0

( ) ( ) ( )

( )

MRF az c x y k x y k x x

c y k x x

      

  
  (9) 

 

G c0, c1 and a  have form of third-order polynomial with respect 

to electrical current i, expressed as Eq.10-12. 

 
3 2( ) 16566 87071 168326 15114a i i i i      (10)

 
 

 3 2

0 ( ) 437097 1545407 1641376 457741c i i i i      (11) 

 
3 2

1( ) 9363108 5334183 48788640 2791630c i i i i      (12) 

 

Table 1. Properties of Railway Bridge [11] 
G 

Young’s modulus (N/m2) 210x109 

Area moment of inertia (m4) 0.61 

Mass per length (kg/m) 18400 

Length of the beam (m) 42 

Moving load (N) 80000 

Damping Ratio  0.1 

MR Damper Locations (m) 5, 37 

 

Table 2. Model Parameters of MR Damper [12] 
G 

A (m-1)  2769 

β, γ (m-1) 647.46 

k0 (N/m) 137810 

n 10 

x0 (m) 0.18 

k1 (N/m) 617.31 

 

Table 3. ABB railway vehicle parameters [13] 
G 

Length (m) 23.2 

Width (m) 2.65 

Passengers capacity 257 

Max. design axle load (kN) 80 

Wheel diameter (m) 0.68-0.6 

Wheel width (m) 0.125 

Max. Speed (km/h) 80 
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Fig. 2. ABB railway vehicle 

 

3. Fuzzy Control Design 
 

FLC (Fuzzy logic based controllers) are frequently used in 

vibration reduction problems. Classical Fuzzy Logic Controller is 

used in this paper which based on two input one output FLC 

structure. The overall structure of used controller is shown in 

Figure 3. 
 

 
 

Fig. 3. Block diagram of the two input one output Fuzzy Logic 

Controller  

 

 The structure of fuzzy logic controller has two inputs, and one 

output. The inputs are respectively “V1” which is defined as the 

velocity of middle point of bridge model; and “V2” which is 

defined as the velocity of the upper end point of MR damper. 

Linguistic variables which imply inputs and output are classified 

as: NB NM NS ZO PS PM PB. Inputs and output are all 

normalized in the interval of [-1, 1] as well as outputs are 

normalized at range of [0, 1] as shown in Figure 4. Linguistic 

values which are used as output values are in the following; ZO, 

VS, S, SM, M, B, VB. 

The variables are scaled with coefficient of SV1, SV2 and Su.  

The fuzzy control rule is in the form of:  

IF e=Ei  and de=dEj  than V=V(i,j ) 

These rules are written in a rule base look-up table which is 

shown in Table 4. The rule base structure is Mamdani type. 

The linguistic labels used to describe the Fuzzy sets are 

‘Negative Big’ (NB), ‘Negative Medium’ (NM) ‘Negative Small’ 

(NS), ‘Zero’ (ZO), ‘Positive Small’ (PS), ‘Positive Medium’ 

(PM), ‘Positive Big’ (PB) Very small (VS), Small (S), Small 

Medium (SM), Medium (M), Big (B), Very Big (VB). It is 

possible to assign the set of decision rules as shown in Table 1. 

These rules contain the input/the output relationships that define 

the control strategy. Each control input has seven fuzzy sets so 

that there are 49 fuzzy rules. 

 

Table 4. Rules of Fuzzy Logic Controller 
 

V1/V2 NB NM NS ZO PS PM PB 

NB SM S VS ZO VS S  SM 

NM M SM VS ZO VS SM M 

NS B M S ZO S M B 

ZO VB B SM ZO SM B VB 

PS B M S ZO S M B 

PM M SM VS ZO VS SM M 

PB SM S VS ZO VS S  SM 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 4. Membership functions of inputs V1 (a), V2 (b) and output 

u (c). 

 

4. Simulations 
 

According to Eq. 4, for 5 modes of bridge is considered. It was 
enough for the responses of the bridge. MR Damper models and 

bridge equations with fuzzy control tools are simulated in 

MATLAB-Simulink and performed in ode45 solver.  

In all analysis train’s speed was fixed to maximum speed of 

80 km/h for urban transportation. Moving loads are acting on 
bridge during 2.853 seconds. In uncontrolled system, supplied 

electrical current is fixed 0.05 A. 
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Fig. 3-5 shows the dynamic responses of midpoint of the 
railway bridge. Blue straight and red dashed lines show the 

uncontrolled and fuzzy controlled system, respectively. 

Maximum values of bridge responses are suppressed 

successfully, especially in velocity and acceleration. Also, 

settlement time of controlled bridge vibrations turns out to be 
better than uncontrolled system. 

 

 
 

Fig. 3. Displacement of the midpoint of the railway bridge 

g 

 
 

Fig. 4. Velocity of the midpoint of the railway bridge 

 

Fig. 6-7, shows the dynamic MR damper forces and electrical 
current that supplied the dampers. Blue straight lines and red 

dashed lines represent 1st and 2nd MR Dampers. After 1.89 

seconds, dampers applied same opposite forces to the bridge. 

Because first wheel on the bridge removed, other forces would be 

left one by one. It is clearly seen that velocity and MR damper 
force profiles are similar. 

 

 

 
 

Fig. 5. Acceleration of the midpoint of the railway bridge 

 

 
 

Fig. 6. Two MR Dampers’ Forces 
 

 
 

Fig. 7. Applied Current on the MR Dampers 
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Fig. 8. Power spectral density of acceleration data of the railway 

bridge 
 

Power spectral density (PSD) of bridge vertical acceleration is 

shown on Figure 8. When we analyze the Figure 8 it can be seen 

that the Fuzzy Logic Controller reduced the magnitude of the 

bridge vertical acceleration in all frequencies significantly. 
Natural frequencies are calculated as 2.29, 9.17, 20.63, 36.69, 

57.32 Hz, by using Eq. 13. It is widely known that, the most 

dangerous frequency is the first natural frequency in the 

structures. In this regard, the first natural frequency is well 

suppressed via Fuzzy Logic controlled MR dampers. 

 

2
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i I
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  (13) 

 

6. Conclusions 
 

In this study the railway bridge vibrations are controlled 

through Magnetorheological (MR) damper by using Fuzzy Logic 

Control algorithms.  

Firstly, the railway bridge is modeled as Euler-Bernoulli 
beam. Equations of the bridge are achieved according to Galerkin 

Method. To suppress the railway bridge vertical vibrations, two 

MR dampers positioned at the bridge ends. In the mathematical 

model of the bridge, MR damper is considered as friction based 

Modified Bouc-Wen model. The damping force of MR damper 
which changes with applied electrical current is controlled by the 

use of Fuzzy Logic Controller. In simulations, railway vertical 

vibrations are analyzed for active and passive MR damper 

situations, while 6 axle railway vehicle is passing through the 

bridge. When the simulation results are examined, the vibration 
reduction performance of Fuzzy Logic controller in time and 

frequency domain can be seen.  

It is supposed that, extension of bridge life, mitigation of 

negative effect of vibrations on human bodies and rail vehicles  

and increasing of passenger comfort can be provided by reduction 
of bridge vibration values. For the future works, different control 

algorithms can be compared and it can be applied on the real 

bridge systems. 
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Abstract 
 

Level crossing systems are very important in rail transportation. 

A level crossing system exists at the intersection of a road and a 

railway. Therefore, there are many associated risks which cause 

accidents. Especially, safety has gained more importance in rail 

transport system. In this paper, risk analysis for an automatic 

half-barriered level crossing system is done. First, the risk index 

in a level crossing system is specified. Possible failure scenarios 

for level crossing system and failure rates are then defined using 

FMEA and FTA risk analysis methods. Especially, precautions 

for blocking zigzag manuvours of drivers at automatic half-

barrier level crossing system are specified. SIL safety system 

analysis is done for a half-barrier level crossing system. System 

requirements for an automatic half-barriered level crossing 

system is specified and lastly an automatic half-barrier level 

crossing system is designed. 

 

1. Introduction 
 

A level crossing is defined as the intersection of railway and 

road. Precautions must be taken to prevent accidents in a level 

crossing area. Level crossing systems are used in different types 

of structures in the world such as barriers and gated crossing, 

open crossings and pedestrian only crossings [1].  

Almost all automatic level crossing systems have railway 

vehicle detection devices. These can be  track circuits or axle 

counters for continuous train detection, or short track circuits, 

vehicle loops, wheel sensors or balises for spot detection. The 

location of the detection devices for a train approach depend on 

the length of level crossing and the use of barriers. The  devices 

for detecting outgoing trains should be near to the level crossing 

[2]. 

An automatic level crossing system usually comes with an 

automatic train protection system (ATP). When the train 

approaches to the level crossing area, the speed of the train is 

supervised by the ATP. The aim of using ATP is to minimize 

possible accidents [2].   

 

2. Risk Analysis 
 

Risk is the combination of two elements. The first is the 

probability of occurrence of an event or combination of events 

leading to a hazard. The second is the consequence of the hazard 

[3]. Risk analysis considers various phases of the system life 

cycle and it shall be well documented. The documentation shall 

contain an analysis methodology, assumptions, limitations and 

justification of the methodology, hazard identification results, 

risk estimation results and their confidence levels, results of 

trade-off studies, data, their sources and confidence levels and 

references [3].   

Table 1 provides typical categories of probability or 

frequenecy of occurrence of a hazardous event and a description 

of each category for a railway system [3].  

 

Table 1. Frequency of occurrence of hazardous events 
 

Category Description 

Frequent Likely to occur frequently. The hazard will be 

continually experienced. 

Probable Will occur several times. The hazard can be 

expected to occur often. 

Occasional Likely to occur several times. The hazard can be 

expected to occur several times. 

Remote Likely to occur sometime in the system life cycle. 

The hazard can reasonably expected to occur. 

Improbable Unlikely to occur but possible. It can be assumed 

that the hazard may exceptionally occur. 

Incredible Extremely unlikely to occur. It can be assumed that 

the hazard may not occur. 

 

 

Tablo 2 describes typical hazard severity level. Hazard 

severity level used to estimate the likely impact [3]. 

 

Table 2. Hazard severity level 
 

Severity 

Level 

Consequence to Persons or 

Environment 

Consequence to 

Service 

Catastrophic Fatalities and/or multiple severe 

injuries and/or major damage to 

the environment. 

 

Critical Single fatality and/or severe 

injury and/or significant damage 

to the environment 

Loss of a major 

system 

Marginal Minor injury and/or significant 

threat to the environment 

Severe system(s) 

damage 

Insignificant Possible minor injury Minor system 

damage 

 

 

The frequency – consequence matrix is used for the 

evaluation of the result of risk analysis, risk categorization, risk 

reduction or elimination of intolerable risks and risk acceptance 

[3]. A frequency – consequence matrix is shown in Table 3 [3]. 

Qualitative categories of risk contains risk category and 

actions to be applied against each category. Some qualitive risk 

categories are shown in Table 4 [3]. 
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Table 3. Frequency – consequence matrix 
 

Frequency 

of 

occurrence 

of a 

hazardous 

event 

 

 

 

Risk Levels 

 

Frequent     

Probable     

Occasional     

Remote     

Improbable     

Incredible     

 Insignificant Marginal Critical Catastrophic 

Severity Levels of Hazard Consequence 

 

 

 

Table 4. Qualitative risk categories 
 

Risk 

Category 

Actions to be applied against each category 

Intolerable Shall be eliminated 

Critical Shall only be accepted when risk reduction is 

impracticable and with the agreement of the 

Railway Authority or the Safety Regulatory 

Authority  

Marginal Acceptable with adequate control and with the 

agreement of the Railway Authority 

Insignificant Acceptable with/without the agreement of the 

Railway Authority 

 

 

Typical example of risk evaluation and acceptance shown in 

Table 5 [3].  

 

Table 5. Frequency – consequence matrix 
 

Frequency of 

occurrence of 

a hazardous 

event 

 

 

 

Risk Levels 

 

Frequent Condition 3 Condition 4 Condition 4 Condition 4 

Probable Condition 2 Condition 3 Condition 4 Condition 4 

Occasional Condition 2 Condition 3 Condition 3 Condition 4 

Remote Condition 1 Condition 2 Condition 3 Condition 3 

Improbable Condition 1 Condition 1 Condition 2 Condition 2 

Incredible Condition 1 Condition 1 Condition 1 Condition 1 

 Insignificant Marginal Critical Catastrophic 

Severity Levels of Hazard Consequence 

 

 

Conditions are defined as follow: 

 Condition 1: Negligible 

 Condition 2: Tolerable 

 Condition 3: Undesirable 

 Condition 4: Intolerable 

Failure Modes and Effect Analysis (FMEA) is a product 

development management procedure that classifies a system by 

its probabilities and similarities to analyze the types of potential 

faults. A successful failure type analysis helps identify fault 

types based on past experiences of similar products or processes. 

The FMEA is also an iterative process that is updated as the 

design develops. Design changes will require that relevant parts 

of the FMEA be reviewed and updated. 

FMEA is conducted by a team that has a product experts. 

This team recognize and evaluate consequences of different kind 

of failures. This kind of team work can provide required 

expertise on topic. 

FMEA provides a list of failure modes and the effect of these 

failure modes on the system.  

In industry and product design FMEA is commonly used 

technique. FMEA has application special worksheet design. 

FMEA table design can be change with the type of application. 

Example of FMEA worksheet shown in Table 6 [4]. 

 

Table 6. Example of FMEA worksheet 
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Fault tree analysis (FTA) is a common method of interacting 

with the system. Fault tree analysis can be used qualitatively for 

each system. Fault tree analysis accounts for the error 

quantitatively. Qualitative and quantitative definitions made are 

systematically analyzed by FMEA analysis [4]. 

Fault tree analysis is a method in which the logic 

relationships between the faults, components, and other 

conditions in the subsystem are formed. Example of a fault tree 

analysis shown in Figure 1 [4]. 

Safety integrity level (SIL) is an important safety step for 

railway systems. According to the SIL level calculation, the 

possibility of error of the functional units can be calculated in 

detail. 

The safety integrity level is based on the European functional 

safety standard IEC 61508. The IEC 61508 standard defines 4 

SIL levels. SIL 1 is the lowest safety level and SIL 4 is the 

highest safety level. SIL 0 can be considered as no safety 

requirements for the system. 

 

 
 

Fig. 1. Example of fault tree analysis  
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Tolerable hazardous rates (THR) have been determined for 

each railway equipment in railway systems.  

The composition of two independent items in an AND gate 

the basic formula for THR for highly available systems can be 

used. The simple formula for THR equation with the AND gate 

of two independent parts is shown below. 

 

)( BSDRASDRx

BSDR

BFR
x

ASDR

AFR

STHR 
   

)( BSDRASDRSSDR      (1) 

 

Where THR is the tolerable hazardous rates; FR stands for 

potential hazardous failure rates and SDR is expressed as 

equivalent safe down rate [5]. 

The SIL table is shown in Table 7 [5]. 

 

Table 7. SIL Table 
 

THR (h-1) SIL 

10-9  ≤ THR < 10-8   4 

10-8  ≤ THR < 10-7   3 

10-7  ≤ THR < 10-6   2 

10-6  ≤ THR < 10-5   1 

 

 

3. Application of Automatic Control of Half Barrier 

Level Crossing System 
 

FMEA should be done first when performing the safety 

analysis of automatic control of half barrier level crossing 

system. First of all, possible accidents that may occur for the 

level crossing system should be indicated. The calculation of the 

safety level crossing system should be made using the fault tree 

analysis in the FMEA analysis table. After fault tree analysis is 

performed, the SIL level of automatic control of half barrier 

level crossing system should be calculated. FMEA analysis 

carried out again if any error occurs after the level crossing 

system is installed. Risk evaluation with mitigation is done in 

the FMEA table. The SIL is recalculated. With the SIL account, 

the optimum level of safety of the system is determined. 

Possible error scenarios for the automatic half level crossing 

system should be defined. Possible error scenarios are: 

 Error 1: Poor visibility  

 Error 2: Sunlight 

 Error 3: No pay attention to the next train 

 Error 4: Ground 

 Error 5: Car and train collision 

 Error 6: Car malfunction 

 Error 7: Behind the car and train collision 

 Error 8: Using of the road unsafety 

 Error 9: Occurrence of an error during manuel control 

of level crossing system 

 Error 10: Signal failure 

 Error 11: Machinist failure 

 Error 12: Barrier failure 

 Error 13: Fracture of the barrier arm 

All error probabilities were generated as a result of FMEA 

analysis. The error rates for errors in the automatic half level 

crossing systems are shown in Table 8. The numerical values 

shown in Table 8 are based on the opinions of railway personnel 

who are experienced in the level crossing systems. 

 

Table 8. Automatic half level crossing system failure rates 
 

 

Fault 

No 

 

Fault 

Fre

que

ncy 

Probability of 

fault (1 year = 

8760 hour) 

Tolerable 

Hazardous 

Rate (λd) 

(THR) 

1 Poor visibility 1 4.00 2.85388E-05 

2 Sunlight 1 4.00 2.85388E-05 

3 No pay attention 

to the next train 

1 
20.00 5.70776E-06 

4 Ground 1 20.00 5.70776E-06 

5 Car and train 

collision 

1 
4.00 2.85388E-05 

6 Car malfunction 1 20.00 5.70776E-06 

7 Behind the car 

and train collision 

1 
20.00 5.70776E-06 

8 Using of the road 

unsafety 

1 
0.75 0.000152207 

9 Occurrence of an 

error during 

manuel control of 

level crossing 

system 

1 

20.00 5.70776E-06 

10 Signal failure 1 4.00 2.85388E-05 

11 Machinist failure 1 4.00 2.85388E-05 

12 Barrier failure 1 4.00 2.85388E-05 

13 Fracture of the 

barrier arm 

1 
0.75 0.000152207 

 

 

The possible failure rate equation that can occur as a result of 

the vehicle drive fault in the level crossing zone is shown is 

equation 2 and the vehicle drive failure rate in equation 3. 

)54()21(_ DhDhDhDhfailureDdrive  

)763( DhDhDh              (2) 

10
107736.9_


failureDdrive                    (3) 

The possible failure rate that can result in misuse of the road 

by driver in the level crossing area is given equation 4. 

00015.0____sin unsafetyroadtheofgDu                 (4) 

The possible failure rate equation that can be the result of 

railway personnel’s failure in the level crossing area is given 

equation 5 and the personnel failure rate in equation 6. 

11109_ DhDhDhfailureDpersonnel            (5) 

5
102785.6_


failureDpersonnel                    (6) 

The possible failure rate equation, which may be result of 

equipment failure in the level crossing system in the level 

crossing area, is given in equation 7 and the driver failure rate in 

equation 8. 

1312_ DhDhfailureDequipment                         (7) 

9
103438.4_


failureDequipment                          (8) 

The probability of collision of the car with the train in the 

level crossing area is given in equation 9. 
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      (9) 

 

When the whole level crossing system is examined, it seems 

that the level crossing system does not satisfy any of the SIL 

levels. 

 It must provide the SIL level required for the drive 

failure. 

 It is necessary to improve precautions agains the 

zigzag maneuvers in order to abuse the level crossing 

road. 

 The manuel control should be removed to reduce the 

railway personnel fault, the equipment should be 

upgraded for signal / protective fault and the level 

crossing system should be rectified so that there is no 

fault of the train driver. 

  It must provide the SIL level required for the level 

crossing equipment failure. 

 

The SIL level needs to be upgraded to improve the railway 

system. Using of the road unsafety, signal failure and machinist 

failure must be regulated in FMEA analysis. Besides, manuel 

control system will be removed in the level crossing system. 

Instead, an automatic control system will be created in the level 

crossing system. 

With the updated FMEA analysis, possible failure rates in the 

level crossing system were determined. FTA analysis was 

performed again. Manual control in the level crossing system 

was removed in the updated FMEA analysis. 

One of the most important accident factors for automatic 

level crossing system is that the vehicle drivers zigzag in the 

level crossing zone. In order to prevent this situation, the fault 

situation in the FTA analysis has been examined in more detail. 

FTA analysis with mitigation is required to raise the SIL 

level. The failure rates for the FTA analysis with mitigation are 

shown in Table 9. 

 

 

Table 9. Failure rates with mitigation 
 

 

Fault 

No 

 

Fault 

Fre

que

ncy 

Probability of 

fault (1 year = 

8760 hour) 

Tolerable 

Hazardous 

Rate (λd) 

(THR) 

1 Poor visibility 1 4.00 2.85388E-05 

2 Sunlight 1 4.00 2.85388E-05 

3 No pay attention 

to the next train 

1 
20.00 5.70776E-06 

4 Ground 1 20.00 5.70776E-06 

5 Car and train 

collision 

1 
4.00 2.85388E-05 

6 Car malfunction 1 20.00 5.70776E-06 

7 Behind the car 

and train collision 

1 
20.00 5.70776E-06 

8 Using of the road 

unsafety 

1 
300 3.80518E-07 

9 Signal failure 1 300 3.80518E-07 

10 Machinist failure 1 300 3.80518E-07 

11 Barrier failure 1 4.00 2.85388E-05 

12 Fracture of the 

barrier arm 

1 
0.75 0.000152207 

 

 

As a result of probability of fault increase, tolerable 

hazardous rate (THR) has decreased considerably. As a result of 

THR reduction, safety integrity level (SIL) increases in level 

crossing system.  

In order to be able to get ahead of the zigzag situation, it is 

necessary to comply with the specified rules, especially the car 

driver. These rules; 

 According to the signs on the road, the car must stop. 

 The car must stop at the position where the train will 

not crash. 

 There should be no trains in level crossing zone. 

However, the train may approach the level crossing 

zone. If there is a train in level crossing zone, the car 

driver must stop in front of the level crossing zone 

[8]. 

In order to minimize the personnel fault on the railway, the 

manuel control on the level crossing system has been removed. 

The flow chart diagram of automatic control of half barrier level 

crossing system is shown in Figure 2.  

109_ DhDhfailureDpersonnel                         (10) 

7
106104.7_


failureDpersonnel                  (11) 

The probability of collision between the car and the train in 

the level crossing zone is given in Equation 12. 

6
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    (12) 

 

When all calculations are made it appears that the level 

crossing system is at SIL 2 safety level. 

A schematic representation of the automatic control of half 

barrier level crossing system is shown in Figure 3.  

The barrier closure times must be optimally adjusted to 

prevent zigzag maneuvers of the vehicle. The train will stop 

before danger zone if a car is in danger zone after the barriers 

are closed.   

The barriers will close when the train arrives at the activation 

zone. The signal will be green when the barrier closed and the 

train will travel safely in danger zone. The barriers will be 

opened when the train leaves the danger zone. 

 If the barriers do not close when the train arrives at the 

activation zone or there is an error in the danger zone, the signal 

will be red. If the train is in the approach zone, automatic train 

protection (ATP) will be enable and the train will be stop. 
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Fig. 2. Flow chart of automatic control of half barrier level 

crossing system  
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Approach Zone

Approach Zone

Aktivation Zone

Aktivation Zone

 
 

Fig. 3. A schematic of automatic control of half barrier level 

crossing system  

 

4. Conclusions 
 

In this study, it is focus on level crossing systems. The 

definitions of the level crossing systems have been made and 

their varieties are emphasized. The control steps for the level 

crossing system have been expressed in detail. 

The automatic half barrier level crossing system, which is a 

subset of the level crossing system, has been dealt with in detail. 

Risk analysis has been carried out for the automatic half barrier 

level crossing system and the possible accident scenarious have 

been expressed in detail. The safety analysis of the automatic 

half barrier level crossing system was performed using the 

FMEA and FTA methods from risk analysis evaluation methods. 

The final SIL level for the level crossing system was found 

by carrying out a risk analysis of the automatic half barrier level 

crossing system. 
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Abstract 
 

Energy conservation plays a big role in all systems where 

electricity energy is used and it is important to work on 

energy conservation as it requires great power in Railway 

Mass Transit systems as well. International Association of 

Public Transport (UITP) and International Railways 

Association (UIC) have recently made these work a current 

issue and aimed at creating a standardization. However, in a 

context characterized by increasing capacity demands and 

rising energy costs, and where other transport modes are 

considerably improving their environmental performance, 

urban rail must minimize its energy use without affecting its 

service quality. Istanbul urban rail public transport system, 

which is approximately 149 kilometers long, consumes nearly 

300 million kWh annually. Urban rail energy consumption is 

defined by a wide range of interdependent factors. Therefore 

a system wide perspective is required, rather than focusing 

on energy savings at subsystem level.  In this study, a brief 

summary of the current efforts to reduce the total energy 

consumption of urban rail transport systems is given. In 

addition, simulations were carried out with the help of the 

Rail-Sim program to demonstrate the effects of train weight 

changes and jumpered of catenary lines for the selected 

sample area between Yenikapı-Bayrampaşa stations. 

 

1. Introduction 
 

Transport and energy politics have a direct impact on human 

life. Regardless of age and activity, energy and mobility play a 

fundamental role in human life. Mobility is the key of the 

quality of life and is the backbone of the economy [1]. However, 

transport is currently one of the most energy-consuming and 

polluting sectors in both developing and developed countries. In 

the  European Union (EU), for instance, it causes approximately 

31% of total greenhouse gas (GHG) emissions [2]. Within this 

sector, metropolitan transportation is responsible for about 25% 

of total CO2 emissions [3]. Additionally, high levels of air 

pollution and congestion are major issues related to transport in 

urban areas. Therefore in a worldwide  context of growing 

urbanisation, the implementation of efficient, reliable and 

environmentally friendly transport systems becomes imperative 

not only to meet the international agreements on GHG emissions 

reduction [4,5], but to guarantee livable conditions in urban 

areas. In this vein, the EU aims at halve the use of oil-fuelled 

vehicles in urban transport by 2030 and eventually phase them 

out in urban centres by 2050 [3]. Instead, cleaner metropolitan 

public transport systems are being strongly promoted. 

Urban rail is regarded as an ideal solution to reduce the 

impact of urban  mobility because of its great capacity, safety, 

reliability and excellent environmental performance. Urban rail 

systems have been gaining increasing appeal as effective and 

sustainable methods of mass-transport  fort he last decade in 

Istanbul, as shown in Fig.1.   

 
 

Fig. 1. Evolution of Urban Rail Transport Demand in Istanbul 

 

Istanbul urban rail public transport system, which is 

approximately 149 kilometers long, consumes nearly 300 

million kWh annually. Consumed energy distributions vary on 

tram and subway lines. For example, 55% of the energy 

consumed on subway lines is used for trains to move, while 45% 

is used for internal needs. For rail systems such as trams, this 

ratio is used as 95% for trains and 5% for internal requirements. 

Along with the railed systems that continue to be constructed 

rapidly, Istanbul is planning to complete many new lines at the 

final destination after 2023. However, the length of the line is 

expected to be 1000 km. Thus, energy saving studies are very 

important in rail systems. 

International Railways Association (UIC – www.uic.asso.fr) 

had established a committee to investigate approaches and 

technologies which are applicable to rail transportation systems. 

This committee published its report in March 2003, and 

identified various technology and approaches that have been put 

into practice so far and that have potential benefits [6].  

Similarly, International Association of Public Transport (UITP – 

www.uitp.com) has been working on measures to reduce energy 

consumption in urban public transport systems through its 

members [7]. 

Urban rail systems consist of different sub-systems where 

energy consumption is linked such as rail network, trains, 

signaling, electrification and communication. Since the 

interactions of these subsystems are complex, the effects on 

energy consumption are also complex. Therefore, what is 
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needed is a global perspective ensuring that the introduction of 

new measures reduces the energy consumption at system-level, 

rather than concentrating on individual energy efficiency 

solutions that may compromise other aspects of the system 

performance.  

Energy efficiency studies in urban rail systems are generally 

based on; braking energy recovery, energy storage systems, 

energy-saving driving methods, energy-efficient traction 

systems, energy-optimised timetables, smart energy management 

in fixed facilities etc. Some of the studies made on this subject 

are summarized below. 

In a study by Hansang Lee and et al in 2013, it had been 

proved that the peak power reduction and energy efficiency 

improvement can be achieved by using 100 kWh 

superconducting flywheel energy storage systems (SFESs) with 

the optimally controlled charging or discharging operations. 

FESSs are projected to be used in the Daejeon Metro system, 

which has 7 transformer centers and 22 stations. As a result of 

the study, peak power decreased from 9334 kW to 5959 kW by 

36.7% with 360 s headway time. This means that the cost of 

energy is reduced by 36.7%. [8].  

In Yuuki Lino et al.'s work, the performance results of a 

storage system built using Lithium-Ion batteries at Haijima and 

Okegawa transformer centers are shared. The annual amount of 

the discharged energy from the energy storage system at Haijima 

SS (SS: Substation) is 400 MWh/year. And it is approximately 

4% of the total traction energy over the year at Haijima SS. In 

addition, the annual amount of the discharged energy from the 

energy storage system at Okegawa SS is 750 MWH/year. And it 

is approximately 8% of the total traction energy over the year at 

Okegawa SS [9]. 

In a study by Shuqi Liu and his colleagues, a more accurate 

model of the train energy consumption is presented by 

considering the control strategy of Automatic Train Operation 

(ATO). Two modifications of Tabu Search (TS) algorithm, 

which are named as Acceleration Rate Decided Modification 

(ARDM) and Distance Decided Modification (DDM), are 

proposed to optimize train recommended speed curve based on 

the presented model. To verify the effectiveness of the proposed 

approach, case studies are conducted based on Beijing Subway. 

The train operation is optimized for the section between 

Jinghailu and Ciqunan stations. The percentage of traction 

energy reduction optimized by the TS algorithm with DDM is 

%8,93 and the percentage of traction energy reduction 

optimized by the ARDM is %2,54 [10].  

In another study by Gerben M. and Rob M. P, they 

investigated the effect of a decrease in headway time from 300 

seconds to 270 seconds. In this case, compared to mechanical 

braking, regenerative braking has increased from 18% to 25% 

but overall energy consumption has increased. [11]. 

In order to demonstrate the effect of vehicle weight on 

energy consumption, the number of passengers in the train was 

increased by 50 from empty car to full load  and tested. In the 

simulations the passenger weight has been taken as 71 kg. As a 

result of the simulation, the vehicle weight increased by 60% 

from empty to full load, while the increase in energy 

consumption was found to be 42%. For person*km, it is 

observed that the energy consumption was about 10 

Wh/person*km in the case of 250 passengers and it decreased to 

3.30 Wh/person*km  in case of 1000 passengers [12].  

In the study carried out by Açıkbaş, using the SimuX program, 

feeding systems of 750 VDC and 1500 VDC were compared by 

considering various parameters. Tests has been carried out by 

taking into account 2 different headway time (TH) as 150 s and 

300 s, and two different load conditions, fully loaded (FL = 271 

tonnes) and half loaded (HL = 219 tonnes). As a result, it has 

been indicated that the 1500 VDC system has many advantages 

over the 750 VDC system. In this study, which was made with 

the data about Üsküdar-Ümraniye Metro line planned to be 

made Anatolian side of Istanbul, it was determined that the 

saving to be obtained 10%  when the feeding system is selected 

as 1500 VDC instead of 750 VDC. Similarly, in the study 

conducted with the data concerning the Kadıköy-Kartal line, it 

is estimated that annual savings will be realized as 12.5 million 

kWh in operating conditions of 2025. [13]. 

In an application for auxiliary systems, the application of the 

frequency converter for 85 escalators in Taksim-4.Levent metro 

has been started and thus, the escalators can be operated at 

double speed and it can be moved at 0.16 m/s when there is no 

passenger. Some measurements show that the escalators save 

40% on energy consumption. 

In terms of energy saving, it is important  that railway 

vehicles are made with materials that reduce their tare mass 

during the production phase. Some examples of mass reductiton 

projects using lightweight materials in urban rail include the 

following: development of composite grab rails (50% lighter 

than existing stainless steel bars) [14], replacement of current 

floor planes by 40% lighter sandwich constructions [15], 

development of a crashworthy driver’s cab using advanced 

composite sandwich materials up to %40 lighter [16]. These 

measures should be primarily implemented at design stages, 

although retrofitting may be also viable in some cases.   

This paper has introduced energy efficiency enhancement 

methods used in urban rail systems. Simulations were performed 

using Rail-Sim software for the Yenikapı-Bayrampaşa line 

selected as a sample. The results obtained by examining the 

effect of train weight changes and jumpered of catenary lines on 

the power consumption and the voltage level are presented. 

 

2. Methods of Increasing Energy Efficiency In 

Railway Systems 
 

Many applications are being made to improve energy saving 

in urban rail transportation systems. Commonly used methods 

are presented below.  

Recovering of Braking Energy: Trains that capable of 

regenerative braking can return a large portion of the energy 

taken during braking phase into the supply line.  

Energy Storage Systems: The energy released during 

braking phase can be used by another train in the same electric 

section or stored and used as needed. 

Energy-Saving Driving Methods: It refers to the group of 

techniques intended to operate rail vehicles as efficiently as 

possible while ensuring the safety and punctuality of services. 

Adjusting the Headway Time: Adjusting the headway time 

ensures that the regenerative energy generated by trains during 

braking can be used more efficiently. 

Optimized Train Speed management: Taking into account 

all the relevant parameters, ensuring that the train travels at 

optimum speed during its movement. 

Energy Transmission with Superconducting Cable: 

Superconducting transmission lines have a tremendous size 

advantage and lower total electrical losses for high capacity 

transmission plus a number of technological advantages 

compared to solutions based on standard conductors.  
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Energy Saving Approaches on Auxiliary Facilities:   More 

efficient usage of such systems elevator, escalator, heating, 

cooling, ventilation, lighting etc. provides great energy savings. 

Energy transmission with high voltage: In terms of 

reducing line losses, high voltage energy transmission provide 

an advantage. 

 

3. System Overview 
 

In this study, the part between Yenikapı-Bayrampaşa stations 

is taken as an example system. The total line length at which the 

simulation is performed is 4206 meters. A schematic 

representation of the system structure is given in Fig.2. It is also 

seen in the Fig.2. that two catenary system are jumpered in every 

1000 m.  

 
 

Fig. 2. System Structure Overview (in case of jumpered in 

every 1000 m) 

 

Since the simulations were carried out for a single train, the 

actual number of transformers in the system has been changed. 

The line is fed with 2 transformers at 34,5 kV/2x580 V and 

2400 kVA power. 

In the model, 4x(4x1x240) mm2, 2x(5x240) mm2 and 1x240 

mm2 conductors have been used as the feeder line, return line 

and jumper, respectively. For 1 km of 1x240 mm2 copper cable, 

the resistance value was taken as 87.3 mΩ. The resistances of 

the conductors were calculated based on this value. 

As the train, 4-car Alstom vehicle was selected. 

 

4. Modelling 
 

In the simulation study between Yenikapı-Bayrampaşa 

stations, all line data were entered with their real values and the 

results were analyzed by running the Alstom vehicle between 

these stations with the help of Rail-Sim program. 

The line model fed by 2 transformers in Aksaray and Ulubatlı 

stations is shown in Fig.3. 

 
 

Fig. 3. General Line Structure 

    Figure 3 shows that the model of the feed structure of the line 

in which the simulation is performed. The total line length is 

4206 meters. 

 

4.1. Jumpering of Catenery Lines 
 

In a double line systems fed by DC voltage, the catenary 

systems of both lines can be jumpered by insulated cables. 

Along with the visual advantage, jumpering also provides 

energy saving. Jumpering of the two catenary systems have the 

advantages of such increasing the current distribution, reducing 

the load on the system and reducing energy losses.  

The values shown in Tables 1 and 2 are the results of the 

simulation carried out with the Railsim program between the 

Yenikapı-Bayrampaşa stations of Istanbul Metro M1 Line. In 

this simulation all line and train parameters are modeled with 

their real values. As the train, 4-car Alstom vehicle was selected. 

The transformer selection and its positioning was done 

specifically for the work being performed in such a way that it 

feeds the system in a suitable manner. 

 An empty train was run between Yenikapı-Bayrampaşa 

stations and the current, voltage and power values obtained from 

the output of Aksaray step-down transformer station were 

presented in Table 1. 

 

Table 1. Values According to Jumper for Aksaray TSS-1 
 

      
Without  

Jumper 
2000 m  1000 m 250 m 

A
K

S
A

R
A

Y
 T

S
S

-1
 

C
u

rr
en

t 
(I

) 
 Min.  

Value 
200,16 200,14 200,13 200,41 

Max. 

Value 
4309,19 4302,81 4305,87 4283,47 

Averag  

Value 
2401,2 2386,51 2385,4 2377,48 

V
o

lt
a

g
e 

(V
) 

Min.  

Value 
762,68 762,73 762,71 762,87 

Max. 

Value 
793,5 793,5 793,5 793,5 

Averag 

Value 
776,99 777,1 777,11 777,17 

P
o

w
er

 (
k

W
) Min.  

Value 
158,82 158,81 158,81 159,03 

Maxi. 

Value 
3286,54 3281,88 3284,12 3267,75 

Averag  

Value 
1857,29 1846,27 1845,42 1839,55 

 

According to the results obtained, the average power taken 

from TSS-1 in normal conditions is 1857.29 kW, while in case 

of jumpering in every 250 m, it is 1839.55 kW. As seen in the 

table, the jumpering of DC lines reduced power consumption by 

0.95%. Similarly, as the jumpering frequency increases, the 

average amount of current drawn decreases. Since the 

parallelism of the lines will reduce the total line resistance, the 

voltage drop is reduced and the average line voltage is partially 

increased. 

The values values in Table 2 are the results read at the output 

of Aksaray step-down transformer station during the same 

simulation. In this case too, the average power and current value 

decreased as the paralleling frequency increased. 0.69% power 

savings were achieved in the amount of power drawn. 
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Table 2. Values According to Jumper for Ulubatlı TSS   
   

  

Without  

Jumper 
2000 m  1000 m 250 m       

U
L

U
B

A
T

L
I 

T
S

S
-2

 

C
u

rr
en

t 
(A

) Minimu

m Value 
202,65 202,50 202,41 202,63 

Maximu

m Value 
4517,34 4489,61 4486,58 4478,91 

Average 

Value 
2575,57 2559,16 2557,66 2557,11 

V
o

lt
a

g
e 

(v
) 

Minimu

m Value 
761,12 761,33 761,35 761,41 

Maximu

m Value 
793,48 793,48 793,48 793,48 

Average 

Value 
775,68 775,81 775,82 775,82 

P
o

w
er

 (
k

W
) Minimu

m Value 
160,8 160,68 160,61 160,78 

Maximu

m Value 
3438,24 3418,06 3415,86 3410,28 

Average 

Value 
1991,02 1978,8 1977,69 1977,27 

 

Table 3 shows the lowest voltage levels measured along the 

line. According to the results, parallelization of the lines reduces 

the voltage drop. In case of every 250 meters jumpering, the 

voltage drop was reduced by 6.33%. 

 

Table 3. Minimum Line Voltage  
 

  

Without 

Jumper 
2000 m  1000 m 250 m 

Minimum 

Voltage (V) 
593,71 628,92 629,55 631,3 

 

4.2. Effect of Increase of Train Mass in Energy 

Consumption 
 

    Lightweight vehicles have lower mechanical resistance than 

heavyweight ones and require less kinetic energy to achieve the 

same performance level. Therefore, reducing the total mass of 

the rail vehicle to the minimum will reduce traction energy 

consumption. In addition, reducing the mass of the railroad car 

has less damaging to the road, reducing the wear of the wheels 

and brakes, thereby reduces operating and maintenance costs of 

the system.  

    In order to demonstrate the effect of vehicle weight on energy 

consumption, the same train was run primarily between 

Yenikapı-Bayrampaşa stations. Afterwards the train was run at 

heavy standing (Medium Load) and then full load and the 

results are given in Table 4. 

 

Table 4. Vehicle Mass Reduction Effect 
 

 

Station 

Peak  

Power 

Energy  

Cons. 

 

kw kwh 

E
m

p
ty

  

 YENIKAPI-AKSARAY           1972,71 12,21115 

 AKSARAY-EMNİYET             1974,32 15,98412 

 EMNİYET-ULUBATLI             1973,97 18,44872 

   ULUBATLI-

BAYRAMPAŞA            
1972,98 25,85144 

Run Total (With Dwells) 1974,32 75,17543 

Run Total (Without Dwells) 1974,32 72,49543 

H
ea

v
y

 S
ta

n
d

in
g

  YENIKAPI-AKSARAY           1968,56 13,23727 

 AKSARAY-EMNİYET             1968,73 18,82152 

 EMNİYET-ULUBATLI             1968,58 21,84449 

ULUBATLI-

BAYRAMPASA          
1968,65 31,58588 

Run Total (With Dwells) 1968,73 88,16915 

Run Total (Without Dwells) 1968,73 85,48915 

F
u

ll
 L

o
a

d
  

 YENIKAPI-AKSARAY           1967,25 13,46331 

 AKSARAY-EMNİYET             1966,79 19,55884 

 EMNİYET-ULUBATLI             1967,11 22,91409 

 ULUBATLI-

BAYRAMPAŞA            
1967,91 33,3916 

Run Total (With Dwells) 1967,91 92,00784 

Run Total (Without Dwells) 1967,91 89,32784 

 

As seen in Table 4, the effect of mass increase on energy 

consumption is as important as would not be neglected. The 

total empty weight of the Alstom railroad train is 108,824.00 

Kg. The total weight of the train was taken as 157.760,30 Kg 

and 174.115,10 Kg in the case of heavy standing and in the case 

of full load, respectively. Based on the energy consumption 

values of these three different weight states, the full load state 

was compared with the empty state. In case of the operation 

With Dwells, approximately 60% increase in mass was 

increased energy consumption by 22.39%. In the case of 

Without Dwells, this ratio was calculated as 23.22%. 

 

5. Conclusion 
 

In this study, methods for increasing energy efficiency in 

urban rail transportation systems, which are becoming 

increasingly widespread today, have been examined. In addition, 

with the modeling and simulations for the selected pilot region, 

effects on energy consumption of catenary jumpering and train 

weight changes have been demonstrated. 

Analyzes have shown that the parallelization of catenary 

lines reduces the loading of the system and energy losses by 

increasing the current distribution. In the case of without 

jumpering of the lines, the average power taken from TSS-1 is 

1857.29 kW, while in the case of paralleling in every 250 
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meters, is 1839.55 kW. The jumpering of the DC lines reduced 

the power consumption by 0.95%. 

According to the test results, parallelization of the lines is 

reduced the voltage drop. The voltage drop was reduced by 

6.33% in case of jumpering in every 250 m. 

Simulation results have shown that the increase in train mass 

is important for energy consumption. Accordingly, in the case of 

operation With Dwells, approximately 60% increase in mass 

was increased energy consumption by 22.39%. 

The current and voltage values of the dc breaker can be taken 

with the scada software on the M1 line. Test results can be 

verified by comparing these values with the simulation data. 

As a result of the study carried out, it has been seen that there 

are many methods used to reduce energy consumption in urban 

railway systems. For these systems, which are increasing in size 

and energy consumption, it is revealed that considerable amount 

of energy saving can be achieved by reflecting the results 

obtained by calculations and modeling to be done in the design 

stage. 
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Abstract 
 

Determining the alignment of the rails is a key component of 

obstacle detection systems, which aim to detect the potential 

accidents by determining the objects around the tracks. 

Effective extraction of the rails through a camera faces many 

challenges due to weather, illumination, and structural 

conditions. Moreover, the process should be completed 

almost in real time with minimum dependence to knowledge 

about the train speed or the camera parameters. Therefore, 

several methods are developed for track extraction. 

However, none of these has achieved a perfect result at all 

challenges. Thus, the extraction should be rectified with an 

analytic representation of the tracks in order to compensate 

errors. In this study, a statistical analysis is carried out to 

model different turns in the same video by using polynomial 

regression and neural networks. The system is evaluated by 

concatenating it to an advanced system.  

 

1. Introduction 
 

Camera based condition monitoring through driver support 

systems is a key component of intelligent railway systems [1, 2]. 

The extraction of railways is a part of this monitoring and 

provides useful information for obstacle detection [3], range 

determination [4], road-sign recognition [5], collision 

prevention [6], self-localization [7] and offline analysis [8]. In a 

single video frame of a monocular camera, the rails constitute 

two stripes, Moreover, the railways have smooth curvatures and 

their thicknesses get thinner as the distance from the camera 

increases. Thus the rail extraction is studied with many different 

approaches such as multi-scale filtering [9], template matching 

[10], Edge-detection followed by merging via Hough Transform 

[11]. Unfortunately, in none of these studies, the challenges are 

completely resolved.  

To refine faulty image processing results, modeling 

approaches are employed such as clothoids [12], recursive 

estimation of spline curves [13], and high order polynomial 

fitting [9]. Although these techniques improve the accuracy and 

reliability of track extraction approaches, they are founded on 

qualitative descriptions or knowledge about the tracks and 

empirical assumptions that relies on observations such as the 

classification of a frame into sub-segments, which would 

suppose to carry a specific type of track information.  

Despite the continuous connected component structure of a 

track, its visual appearance may be discontinuous due to 

external effects such as shadows, inverse illumination, level 

crossings etc. Moreover, the smoothness, limited-curvature and 

composite structure of the rails enable the use of first and 

second order functions to model their shape, rather than the use 

of pixel based classification techniques. Accordingly, this study 

aims to statistically quantify the curvature of railway tracks by 

manually delineating several left and right turns during a 

journey video in order to construct the ground truth. Based on 

the statistical analysis performed on this ground truth, a 

polynomial fitting procedure is applied to represent the track 

with am analytical form. The coefficients of the polynomials are 

analyzed; conclusions are drawn. Based on these outcomes, a 

new method is proposed for railway extraction, which exploits 

the use the coefficients of previously fit polynomial tracks to 

regularize the initial result of any image processing method by 

machine learning. 

In the rest of this paper, image processing based rail 

 

             
                  (a)                                             (b)                                                     (c)                                           (d) 
Fig. 1.  Examples for the challenges of railway extraction: a) raindrop blocking track b) varying birghtness of the track as the 

distance from the camera increases, c) dirty camera and motion blur, d) crossing railway tracks. 
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extraction is described in Section 2. Section 3 introduces the 

results of the statistical analysis and Section 4 presents the 

application results. Finally, Section 5 draws the conclusions. 

 

2. Image Processing for Railway Extraction 
 

The data set used in this study is a collection of publicly 

available cabin view videos, details of which are given in [9]. 

The challenges of image processing based railway extraction can 

be shortly summarized as non-uniform illumination effects and 

shadows, which cause causes varying brightness levels for rails; 

motion blur due to speed and vibrations; weather conditions 

such as snow or rain, which can cause physical effects blocking 

the lens view. Furthermore, the turns and level crossings at the 

railway can appear as blurry and with poor contrast especially at 

remote corners. These effects are further increased if the tracks 

are covered by rust or vegetation. 

The method used in this study for extracting the railways 

from video frames include four main parts as; pre-processing, 

railway extraction, post-processing and model fitting as 

described in [9]. In this system, the images are pre-processed by 

separating the video frames into color channels and each image 

is divided into for sub-regions as as near, far, remote and 

horizon according to their distance from camera. 

After the pre-processing, pre-defined multi-scale and multi-

directional Gabor filters are used to obtain the edges in the 

image (Fig. 2.a). These filters are adjusted to specific angular 

intervals determined for each sub-region (near, far remote) such 

that the filters have limited angular selectivity that is specifically 

designed for track curvature characteristics at the corresponding 

sub-region. Gabor filters are chose among many ones in wavelet 

family other due to their superior performance on analyzing 

non-stationary and inhomogeneous signals via space-frequency 

analysis. 

Finally, the post process is used to obtain the railways in 

binary form without any discontinuities and missing parts. In 

order to do that, maximum modulus of filter results is calculated 

by thresholding (Fig. 2.b). After a careful determination 

procedure for the threshold value, a binary image is obtained by 

considering not losing any parts of the tracks or causing 

discontinuity on rail tracks as well as preventing over-

segmentation with unwanted attachments to the rails and/or 

disconnected objects around the rail tracks. After the 

thresholding process, small disconnected clusters are eliminated 

with erosion. Then, detection of the railways from each binary 

sub-region has been done with a morphological reconstruction 

algorithm (Fig. 2.c). 

Even when such a method is carefully and adequately 

executed, the nature of some challenges does not allow perfect 

extraction of the rails. The rails in Fig. 2.d illustrate an example 

 

     
                                       (a)                                                          (b)                                                (c)      

      
                             (d)                                                          (e)                                                            (f)      
Fig. 2.  Image processing steps: a) fitler outputs, b) after thresholding, c) after morphological post-processing. d) Rail track 

extraction blocked by traffic sign. Faulty image processing results due to e) crossing tracks, f) raindrops.  
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where railway tracks are almost perfectly segmented, but the 

traffic sign (indicated by the arrow) prevents continuous 

extraction of the complete track. Similar challenging cases are 

given in Fig. 2.e and 2.f.  

3. Statistical Analysis of Railway Tracks 
 

The tracks cannot be perfectly extracted at all challenging 

conditions mentioned above. On the other hand, if appropriate 

priori knowledge is integrated to the process, then these non-

perfect image processing results can be recovered. Thus, by 

considering the image processing result strategy can be used as 

the initial model. This allows starting from a partially extracted 

track and utilizing domain-specific assumptions to generate the 

final result.  

When a single camera is used, the rails appear as a pair of 

long stripes in video frames, despite being parallel to each other. 

However, the perspective of the camera makes the image look 

like they gradually get closer to each other and unify at the 

horizon. Rails have smooth geometry and slowly changing 

structure. Considering a standard video camera acquiring 50-60 

frames per second, the changes become almost unrecognizable 

between consecutive frames of a video.  

The appearance of the rails in front of the train can be 

considered as linear [5], but their curvatures vary as the distance 

from camera increases. Fig. 1.c and 1.d presents two frames, 

which have the highest variations considered in this study as the 

rails make a turn followed by another turn such that almost a 

stretched S shape is formed. It is empirically found that the 

exact representation of this curve requires a seventh order 

polynomial. Thus, in the first phase of this study, the manually 

delineated tracks are fit by finding the coefficients of a 

polynomial p(x)=a7x
7+ a6x

6+ a5x
5+ a4x

4+ a3x
3+ a2x

2+ a1x+b=0 

that fits the data best in a least-squares sense.  

Here, it is worth to mention that the ground truth is generated 

by manual labeling of turns, which usually consists of hundreds 

of frames. Due to the slow changing characteristics only one of 

five consecutive frames is labeled (Fig. 3). Although, seventh 

degree polynomial may seem to be more complex than necessary 

for most of the cases, it brings no additional complexity to 

analysis as the coefficients of the higher order terms tend to zero 

(i.e. having coefficients around 10-14) and can be ignored. 

Fig. 4 presents the statistical analysis of linear, quadratic and 

cubic terms of five railway (right) turns. For each turn, the 

central (red) line of the boxplot represents the median while top 

and bottom edges correspond to 75 and 25 percent confidence 

levels, respectively. The tail lines at the bottom and top 

correspond to minimum and maximum observations, 

respectively and the plus (+) shaped data points show the 

outliers. 

Considering the first four turns, the mean and standard 

deviation of all three terms’ coefficients seem to stay in a very 

narrow range. For instance, the mean values of the coefficients 

of x1 for turns 2, 3 and 4 are 0.3533, 0.3504, and 0.3422, 

respectively. When the effective range of this term is analyzed 

(Fig. 1.h), these variations have almost no visual effect. 

Although, the fifth turn’s statistics seem slightly different than 

the other four, it can be observed that the coefficients of all 

terms are doubled, thus they actually correspond to a similar 

 

 
(a) 

 
Fig. 3.  Manually delineated railway tracks and examples for the challenges of railway extraction: a) A left turn consisting of 57 

labeled images and 18 of which are illustrated. b) Another left turn consisting of 61 labeled images and 18 of which are illustrated. 
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polynomial. Based on these graphics, it can be concluded that 

the change of coefficients in different turns of a video is limited 

inside a certain margin and similar polynomial coefficients can 

be used to represent the railways.  

 

4. Simulations and Results 
 

The similar polynomial coefficients of the turns can be used 

both to create a ROI, which would limit the search space of the 

image processing algorithm (Fig. 5.b) and to limit the amount of 

change in polynomial coefficients at the upcoming frames. 

Accordingly, a neural network based scheme is proposed in 

which the coefficients are determined polynomial least-squares 

approximation followed by MLP networks.  

The approach is designed to use the output of any algorithm 

for a predefined number of frames at least some of which is 

assumed to provide a reasonably rough approximation of a 

railway track. The polynomial coefficient range found in the 

previous section can be used for the training a multi layer 

perceptron (MLP) network in such a way that the input of the 

MLP for training is the polynomial coefficients of the previous 

frames together with the image processing result of the current 

frame, from which the tracks would be extracted.  

During training, the ground truth data for the past frames is 

fed to the MLP together with the result of algorithm given in 

Section2. The extracted track profiles of the past frames are 

weighted to create a distance driven importance scheme such 

that the closest frame to the current one has the highest weights 

providing the most important neighborhood information. These 

inputs are used to learn the relation between the previous and 

upcoming coefficients by MLP. The desired information is the 

manually extracted frames, whose coefficients are also 

calculated by fitting a same order polynomial. During the tests, 

the connection weights are used to regularize image processing 

results with predicted coefficients. 

Training and test is performed using 2185 manually 

delineated frames. These are obtained from 29 left and 23 right 

turns belonging to 14 videos acquired during common public 

journeys, which include many challenging scenarios stated in 

the previous sections. As mentioned previously, at least 50 

frames are manually delineated for each turn. Several parameters 

for the use of MLP are tested such as the number of previous 

frames to fed as input, how to adjust and integrate the 

importance of the previous frames, the number of hidden layers 

and the amount of neurons in each. 

During the learning phase, the coefficients of five previous 

frames are used as inputs. Since the effect of each coefficient is 

analyzed independently in the context of this study, an 

individual MLP is employed for each coefficient. The output of 

the MLP has a single neuron, which would indicate the value of 

the corresponding coefficient. 

The results show that the railway tracks can be almost 

perfectly recovered without any visual difference than the 

ground truth. This evaluation is conducted by the observers, 

who compare the manual delineation (i.e. the ground truth) with 

the MLP based polynomial extraction. In 89% of the cases, the 

observers report no visual difference between the frames, while 

6% of the remaining cases are also just have minor differences. 

Thus, overall the proposed method can perform 95% percent of 

the turns in a single video if a turn in the same video is known 

beforehand. An example is given in Fig. 5. 

 

5. Conclusions and Future Work 
 

This study aims to provide a final step for image processing 

algorithms that aim to extract railway tracks. In order to do that, 

first, a statistical analysis is performed on many turns obtained 

from different videos. As a result of the analysis, it is concluded 

that if the polynomial characteristics of a turn is known in a 

journey video, then other turns can be successfully 

approximated by similar polynomials. This allows to develop a 

mechanism that can compensate fault image processing results 

due to various challenges occurred in camera based systems. 

Following this conclusion, a universal neural network 

approximator (i.e. MLP) is employed to predict the upcoming 

coefficient values of a seventh order polynomial, which would 

fit the track best in a least square sense. Here, it is assumed that 

some of the frames (before the frame of interest) are correctly 

extracted. It is shown that, such a strategy can be adapted to 

previously developed systems and would be a useful tool for 

regularizing the results. 

Many important improvements are possible as future work. 

First, the polynomial coefficient changes of the right and left 

tracks can be analyzed with respect to each other instead of 

individual analysis as it is done in this paper. Second, this study 

is focused on individual effects of polynomial coefficients but if 

they are fed together to a neural network,  their combined effect 

 
                                                    (a)                                                                                              

 
(b) 

 
(c) 

Fig. 4. Statistical analysis for five different turns of the same 

journey: Coefficient changes for terms (a) x1, (b) x2, (c) x3.  
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by adjusting them at the same time would benefit from a more 

diverse set of polynomials and can provide better representation.  
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Fig. 4. (a) Faulty image processing result due to inverse illumination caused by strong effects of sun, (b) dynamic ROI created by 

using the knowledge about the previous frames, (c) Regulated rail extraction using polynomial fitting method.  
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Abstract 
  

Cargo transportation is a multi-billion dollar market in 

which the railroad industry has a little share in it. There are 

many factors causing this outcome. However, most experts 

agree that, one major factor is the efficiency of the present 

railroad operating system. It is argued in this manuscript 

that a significant improvement in the efficiency is possible if 

certain hardware modifications of the rail vehicles and 

stations together with a smart management are carried out. 

In this manuscript, a smart cargo transportation concept is 

proposed and preliminary discussion is presented. Its 

implementation uses the current railroad system already in 

use; therefore, it is apparent that the cost is limited with 

configuring the smart cargo trains and smart logistic cargo 

stations. 

 

1. Introduction 
  

Industry 4.0 is not caused simply by industrial requirements 

alone; it has come into the reality because of the advances in the 

information and networking knowledge which resulted in the 

internet technologies. Then the rest has happened inevitably. A 

smart networking of devices and systems always  has the 

potential for the smart production systems. A consequence is the 

new industrial revolution concept which is quickly owned by the 

developed countries. Industry 4.0 is on the door steps now and 

for the future of the business, everybody must fit in. An 

incredible amount of people are working on smart 

communication systems, smart cities, smart transportation, smart 

factories, smart grids, and so on. Thus, unimaginable 

breakthroughs  have become the realities of the present day. In

this manuscript, standard  ways of thought and the routines are 

challenged by a proposal of reconfiguring the current railway 

system. 

The subject of interest in this paper is the railroad 

transportation system and its place in industry 4.0. Proposed 

concept seems very unusual or crazy at first look. Biased 

thinking without any preliminary review may drift the reader to 

the opposite way of consideration for the discussion. 

Considering this, some extraordinary successful examples 

mentioned in Section 2. The authors of this manuscript aim to 

extend the set of such extraordinary practices which have 

already become the normal of the present day. 

Due to their nature, railroad systems may be considered as 

robotic or robotic friendly systems themselves. Looking at the 

factories with advanced robotic systems we notice immediately 

the assembly lines. Railroads are similar to the assembly lines in 

the cargo transportation framework of the country. Even though 

some decision makers are aware of this reality very well, 

unfortunately some are not. In the case of unawareness, ground 

transportation never gets a chance of benefiting from this 

“internet” of cargo transportation network. That is, so much 

investments on railroad systems may possibly not come with 

getting best performance out of them. In the reality of industry 

4.0, logistic supply chain is more important than ever now. 

Without a swift and smart logistic supply chain it just does not 

work. From this point of the view, challenging studies for 

increasing the efficiency of the matter are quite important. 

In Section 2 there are some examples of unusual railroad or 

transportation ideas realized in the past and also currently being 

developed. Some examples on the research and development 

phases are also mentioned. Components and operation of the 

proposed system are presented in Section 3 and Section 4 

respectively. Concluding remarks take place in the last section. 

 

2. Extraordinary Railroad Transportation Examples 
  

Conventional train moves on a two parallel steel rails and its 

wheels contact these rails. The main differences in the 

conventional trains are in the traction mechanisms where some 

use diesel engines and some other use electrical motors for it. 

However, there are extraordinary rail configurations and traction 

systems, which may be considered unrealistic in the past but 

have become reality for few decades. Below we review three 

examples briefly: the monorail, magnetic levitation, and the 

hyperloop systems. 

In a monorail system train moves on a single rail [1]. This 

rail supports and guides the train. Train wagons interact with the 

rail using a set of tires so that they move smoothly and 

derailment is avoided. The monorail is constructed several 

meters above the ground level, consequently it does not occupy 

space allocated to the ground level vehicles. Besides, the train 

and rail interaction also results in a low environmental noise. 

Magnetic levitation trains are powered by electricity and they 

use no traction engine. These type of trains do not touch the 

railroad; they float over it. This is achieved by using the most 

basic principle of magnets: like poles repel each other. The 

electrical energy is used for creation of the like poles, one end 

on the train and the other end is on the road. The basic principles 

of electromagnetics are used for the traction as well as the 

floating of the trains. The current day technology allows 600 

km/h speed [2], which makes the magnetic levitation 

transportation an alternative to the airlines. Besides its speed, it 

is also advantageous in noise sense.  

Hyperloop is a new train system invented by Elon Musk. It 

combines the magnetic levitation and propulsion idea and a low 

pressure tube. The magnetic levitation and propulsion part 

eliminates the need for a traction engine, and the low pressure 

tube (or tunnel) lowers the friction that opposes the train motion. 

“For propulsion, magnetic accelerators will be planted along the 

length of the tube, propelling the pods forward.  The tubes 
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would house a low pressure environment, surrounding the pod 

with a cushion of air that permits the pod to move safely at such 

high speeds, like a puck gliding over an air hockey table” [3]. It 

is reported that 700 km/h speeds are possible in a hyperloop 

system. 

There are other unusual rail transportation systems not 

mentioned above are in pilot use or in development phase. The 

main idea in this section is that the innovations do never stop 

coming out; their common characteristics is that they had not 

been “feasible” or “logical” before they became realities. 

  

3. Proposed Logistic Cargo Transportation 
  

The transportation system proposed below aims to minimize 

the overall transportation time of the cargo trains. In the 

conventional cargo handling systems, when the maximum travel 

distance is long and number of cargo drop-off and pick-up 

stations is high, average cargo-per-hour rate drops drastically. 

To compete with the alternative transportation systems, and 

even to make it better, proposed concept may result a significant 

improvement. However, not all the components are off the shelf, 

unfortunately, some vital ones have to be designed or redesigned 

accordingly, or the available versions of these components are 

used with the cost of compromising some efficiency. Below, 

these vital components of the proposed system are described. 

 

3.1. Automatic Train Couplers 
 

Train coupling and de-coupling is very simple with automatic 

coupling units. Air, hydrolic and electric ones with suitable 

electronics assure a reliable coupling operation. There are 

companies world-wide for producing such couplers [4]. The 

system  proposed in this manuscript requires reliable coupling 

and de-coupling timing. 

 

  

3.2. Fully Controllable Brake Systems for the Cars 
 

Air brakes for commercial freight and passenger trains are 

highly advanced today. In addition to distributed air or vacuum 

brakes, dynamic braking of the locomotives are also commonly 

in use. The proposed system requires fully controllable brakes 

for desired deceleration rates for each car. It should be noted 

that a quality braking alone allows implementation of fairly 

complicated control algorithms. Such systems are available in 

the market and getting more affordable every day.  

 

3.3. Fast Railroad Switches 
  

Rail road switches are important components to allow route 

control of the trains. There are numerous places still in rural 

stations using manual switches. However, modern railroad 

systems, including the ones used in metro systems require fast, 

reliable, and fully remote controllable switches. The ones 

satisfying the speed requirements of the proposed system, if not 

off the shelf, then must designed and manufactured. 

 

If a designer does not mind the quality, the components 

described above are available in the market. However, a 

satisfactory level of feasibility of the proposed cargo 

transportation system requires having their improved  and 

affordable versions. 

 

  

4. Operation of the System 
  

As a setting, consider a locomotive and N-1 wagons moving 

in the positive x direction towards the drop-off station.  This 

station has a switching point where each   wagon's course is 

changed in the case of need. Let us remove the wagon 

connecting hooks at a certain location before the braking 

operation starts. Following this, it is intended to form a gap 

between every two successive wagons before the wagon of 

interest reaches the switch. If the gap is long enough then the 

switch becomes capable of letting any individual wagon to 

change its course while preserving the course of the remaining 

wagons. Forming the gap is achieved by applying a controlled 

braking to each wagon independently.  Thus, the goal for each 

wagon is, in a harmony, to start deceleration when its time 

comes and use its own appropriately calculated deceleration rate 

to reach down to the switch speed right before the switch, at the 

switch-distance proximity of the next wagon. Therefore, the 

train operating system must make decisions on the brake timings 

for each wagon.  The braking rate of the first wagon must not 

exceed the max operational braking rate accmax. However, 

deceleration or braking rate will be reduced down toward the 

trailing wagons. Below, a braking process for the wagons is 

presented. 

 

 
(a) Coupled train cars 

 
(b) Decoupled cars, at the time third car just starts braking. 

 
(c) Forming precise gaps among the wagons 

Fig. 1. Total decoupling process of the train, prior to the 

station switch.  

 

 

 
Fig. 2. Switch zone, a zone which needs to be clear for the 

safe switching operation of approaching wagon. 
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Fig. 3. Generalized speed/time graph for any wagon Wi 

entering the switch zone 

 

Let us denote the locomotive and wagons, from leading end 

to the trailing end of the train, by W0, W1, …, Wn. Let us also 

denote speed of the train before braking by Vbb and prespecified 

speed after braking by Vab. The terms Xb0 and Tb0 denote braking 

distance, namely the distance from first wagon to the switch,  

and time frame to complete this operation respectively. They are 

calculated as follows: 

 

𝑋𝑏0 =
(𝑉𝑎𝑏 + 𝑉𝑏𝑏)

2
𝑇𝑏0 

 

𝑇𝑏0 =
(𝑉𝑎𝑏 − 𝑉𝑏𝑏)

𝑎𝑐𝑐𝑚𝑎𝑥
 

 

Above expressions lead to: 

 

𝑋𝑏0 =
𝑉2

𝑎𝑏 − 𝑉2
𝑏𝑏

𝑎𝑐𝑐max
 

 

In the worst case scenario, all the alternating wagons would 

be leaving the train for heading the station. For the simplicity in 

presentation we do particular calculations for the second and 

third wagons before the generalization of calculations to N 

wagons. Let us consider W1, the second wagon. For this wagon, 

braking event will start T1 seconds earlier than the first wagon, 

and will reach the switching zone  𝑇𝑠𝑤 seconds after first wagon: 

 

𝑇𝑏1 = 𝑇𝑏0 + 𝑇1 + 𝑇𝑠𝑤 

 

During the braking of second wagon, travel distance will be 

𝑋𝑏1 meters and calculated simply as below:  

 

𝑋𝑏1 =
(𝑉𝑏𝑏 + 𝑉𝑎𝑏)

2
𝑇𝑏1 

 

Same distance is calculated from the first wagon’s motion of 

equations: 

 

𝑋𝑏1 = 𝑋𝑏0 + 𝑉𝑏𝑏𝑇1 + 𝐿𝑤0 

 

where, 𝐿𝑤0 is the length of the first wagon. 

 

Thus, third wagon starts braking T2 seconds earlier than the 

second wagon, or equivalently 𝑇1 + 𝑇2 seconds earlier than the 

first wagon. Obviously, it will reach the switching zone  𝑇𝑠𝑤 

seconds after the second wagon. So the equations will be: 

 

𝑇𝑏2 = 𝑇𝑏0 + 𝑇1 + 𝑇2 + 2𝑇𝑠𝑤 

 

and 

 

𝑋𝑏2 =
(𝑉𝑏𝑏 + 𝑉𝑎𝑏)

2
𝑇𝑏2 

 

𝑋𝑏2 = 𝑋𝑏0 + 𝑉𝑏𝑏(𝑇1 + 𝑇2) + 𝐿𝑤0 + 𝐿𝑤1 

 

respectively. In generalized form equations can be expressed as: 

 

𝑇𝑏𝑖 = 𝑇𝑏0 + ∑ 𝑇𝑘

𝑖

𝑘=1

+ 𝑖𝑇𝑠𝑤 , 𝑖 = 1,2, … , 𝑛 − 1 

 

and 

 

𝑋𝑏𝑖 =
(𝑉𝑏𝑏 + 𝑉𝑎𝑏)

2
𝑇𝑏𝑖 =

(𝑉𝑏𝑏 + 𝑉𝑎𝑏)

2
(𝑇𝑏0 + ∑ 𝑇𝑘

𝑖

𝑘=1

+ 𝑖𝑇𝑠𝑤) 

 

𝑋𝑏𝑖 = 𝑋𝑏0 + 𝑉𝑏𝑏 ∑ 𝑇𝑘

𝑖

𝑘=1

+ ∑ 𝐿𝑤𝑘

𝑖−1

𝑘=0

 

 

The solution for i=1 is: 

 

𝑇1 =
𝑉𝑎𝑣𝑔(𝑇𝑏0 + 𝑇𝑠𝑤) − 𝑋𝑏0 − 𝐿𝑤0

(𝑉𝑏𝑏 − 𝑉𝑎𝑣𝑔)
 

 

and for the higher indices i>1 we have  : 

 

∑ 𝑇𝑘

𝑖

𝑘=1

=
𝑉𝑎𝑣𝑔(𝑇𝑏0 + 𝑖𝑇𝑠𝑤) − 𝑋𝑏0 − ∑ 𝐿𝑤𝑘

𝑖−1
𝑘=0

(𝑉𝑏𝑏 − 𝑉𝑎𝑣𝑔)
 

 
 

𝑇𝑖 =
𝑉𝑎𝑣𝑔(𝑇𝑏0 + 𝑖𝑇𝑠𝑤) − 𝑋𝑏0 − ∑ 𝐿𝑤𝑘

𝑖−1
𝑘=0

∑ 𝑇𝑘
𝑖−1
𝑘=1 (𝑉𝑏𝑏 − 𝑉𝑎𝑣𝑔)

 

 

where, 𝑉𝑎𝑣𝑔 =
(𝑉𝑏𝑏+𝑉𝑎𝑏)

2
  . 

 

 

Acceleration rates for each wagon calculated simply as: 

 

𝑎𝑐𝑐𝑖 =
𝑉2

𝑎𝑏 − 𝑉2
𝑏𝑏

𝑋𝑏𝑖
 

 

 

Braking operation of the train starts as soon as the distance 

from the last wagon to the switching zone becomes 

𝑋𝑏𝑛−1 meters. It can be reflected to the front edge of the first 

wagon as: 

 

𝑡𝑟𝑎𝑖𝑛 𝑏𝑟𝑎𝑘𝑖𝑛𝑔 𝑧𝑜𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑋𝑏𝑛−1 − ∑ 𝐿𝑊𝑖

𝑛−2

𝑖=0

 

 

where, LWi is the length of ith wagon, end to end. 

 

When the first wagon reached the switching zone is 

considered as t=0, braking time for any wagon Wi is: 
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𝑡𝑖 = −𝑇𝑏0 − ∑ 𝑇𝑘

𝑖

𝑘=1

 

 

This means operation starts as soon as the train enters the 

braking zone and clock is set for all the wagons as tn-1 , which is 

described as: 

 

 

𝑡𝑛−1 = −𝑇𝑏0 − ∑ 𝑇𝑘

𝑛−1

𝑘=1

 

 

Following the first wagon, all others will reach the switch Tsw 

seconds apart from each other.  

 

 
Fig. 4. Motion trajectories for the wagons 

 

If desired, as a control strategy, smoother S-curves or spline 

curves can be used as reference trajectories, which allow a very 

smooth operation of the motion, but its complexity is no help to 

explain the general concept here. For the sake of simplicity, a 

straightforward trapezoidal waveform is used for the braking 

trajectories as in Fig. 4.  

 

In the paragraphs above leaving wagons at a switching point 

is described conceptually.  After a certain distance from the 

switching location the process above is reversed with the 

wagons not left at the station.  Even though there are similarities 

between the phases of leaving  and collecting back the wagons, 

the latter is simpler.  To avoid repeating the straightforward  

reversing process we omit its presentation. 

 

5. Conclusions 
 

An efficient train cargo operation is proposed. The proposed 

system needs the use of automatic train couplers, fully 

controllable brake systems for the cars, and reliable fast 

switches. As mentioned in the introduction that the proposal 

presented is unusual in today’s terms. However, the technology 

needed for a start is available; all we need is an initial step.  The 

above presentation is on a single train’s role in the cargo 

delivery system. Future research may consider a network of 

such trains and their routings as well as improving an individual 

train’s role.  
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Abstract
In this paper, the effect of random rail profile roughness param-
eter on the railway vehicle is studied. As a disturbance input,
a power-spectral-density (PSD) function taken from Federal-
Railroad-Administration (FRA) international standard is used.
First, a coupled vertical vehicle-track system is formed as an
affine-parameter-dependent function of the track roughness pa-
rameter and its influence on the vehicle dynamics is discussed
in frequency domain. Then, for a range of track roughness pa-
rameters, a multi-objective controller is designed to improve the
ride comfort without permitting any critical breakdowns on the
safety performance of the vehicle. Later, a controller with fixed
roughness parameter values is synthesized and the results are
compared by using the frequency response plots and the root-
mean-square values of the carbody accelerations and the wheel-
rail forces.

1. Introduction

Nowadays, in order to compete with other transportation sys-
tems, reliable, eco friendly railway vehicles are designed with high
speed demands and large freight or passenger capacity. Upsurge at
the travel speeds, increase the axle loads which in turn will decrease
the passenger comfort and safety level of the vehicle.

The main vibration source for the railway vehicles is the uneve-
ness of the rail track [10] and can be modelled either as determin-
istic or random process. In the literature, the random track irregu-
larity is ussually assumed to be a stationary, ergodic Gaussian pro-
cess which can be characterized by a single power-spectral-density
(PSD) function [7],[1]. An international standard defined by Fed-
eral Railroad Administration (FRA) is used to classify the rail tracks
into eight different categories ranging from extremly poor to very
good quality tracks defined under maximum allowable speed lim-
its [5]. Large batches of measurement data collected from various
field sections are used to characterize the geographical variations
and curve fitting methods are used to obtain the best fitting PSD
functions to the empirical data represented as a rational function of
a single surface roughness parameter and multiple break frequen-
cies.

Modelling of track geometry has a large spaces in the industry
and academia and is widely used for offline simulations and design

purposes. In [6] both deterministic and stochastic track inputs are
applied to study the output responses of a half-bogie railway vehicle
represented as an elastic beam. Noise reduction properties by sup-
pressing the rail irregularities are discussed in [8] and some experi-
mental results are presented to support the achievable performance
in practice. All these studies point to discomfort analyses which
are basically caused by severe track irregularity inputs. In the in-
ternational standard organization (ISO) directive it is pointed out
that humans are mainly sensitive to the low frequency excitations
ranging especially in the 1 − 15 Hz frequency band [4]. Klasz-
torny and his coworkers in [7] studied the effects of random vertical
track inputs on the bridge-track structure-high speed train systems
by using the finite element methods to model the the rail track as
an elastic structure. Although it gives a good notion about the sys-
tem dynamics, the analysis itself is not applicable for linear control
design methodologies.

In this work, the primary objective is to design controllers for
a high speed railway vehicle which can minimize the vertical car-
body accelerations and keep the wheel-rail holding forces below
their passive values simultaneously. It is assumed that the vehicle
travels on a straight rough surface line where the quality of line can
possiblly differ during driving. The study is organized as follows:
Section 2 presents a mathematical model for the railway vehicle and
the stochastic rail profile is modelled by a fourth-order power spec-
tral density function. In Section 3, an affine-parameter-dependent
system is formulated in terms of the track roughness parameter and
an optimization problem is proposed to solve the conflict between
the trade-off curves of the carbody accelelerations and wheel-rail-
holding forces. The study is ended by Conclusions part in Section
4.

2. System Modelling

Fig. 1 shows a six-degrees-of-freedom mathematical model of
a typical high speed passenger railway vehicle. The carbody mc is
assumed to perform the bounce and pitch motions zc, θc, simultane-
ously. The suspension part between the carbody and bogie frames
is called the secondary suspension and consists of the passive ele-
ments k2, c2 and active forces u1, u2. The primary suspension is
the part betweeen the bogie frames and the wheelsets and is con-
stituted of the linear spring damper set k1, c1 and bogie mass mt
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which can oscillate in vertical and pitch directions for the front and
rear displacemets zt1, zt2, θt1, θt2, respectively. The random rail
excitations are represented with displacements zwi for i = 1, ..., 4
and only vertical vibrations of the vehicle are considered.
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Fig. 1. Railway vehicle 6 DOF half car model.

In this work, the parameter values of a Bombardier I11 passen-
ger coach running in Belgian Railways [3] are going to be used for
the simulation studies and are presented in Table 1. This vehicle has
a typical high speed passenger railway vehicle structure and has a
200 km/h speed limit.

Table 1. 6DOF vehicle model dynamic parameters [3].

Variable Description Value

mc Half of carbody mass 13420 kg

Ic Car body pitch moment of in-
ertia

0.67 ×
106 kgm2

mt Half of bogie mass 6800 kg
It Bogie pitch moment of inertia 1.475 ×

103 kgm2

c1 Primary suspension damping
coeff.

3.750 kNs/m

c2 Secondary suspension damp-
ing coeff.

11.3 kNs/m

k1 Primary suspension spring
stiffness

0.475 MN/m

k2 Secondary suspension spring
stiffness

0.12 MN/m

lb Half distance between bogie
centers

9.2 m

lw Half of the wheel base 1.28m

A general notation for the state-space representaion can be
given as,

d

dt
x = Ax+B1

d

dt
zw +B2u (1)

where x shows the state vector, zw = [zw1 zw2 zw3 zw4]T is the
exogeneous input and u = [u1 u2]T is the control force. The de-

scription of the state-space matrices for the half-car model in Fig. 1
are omitted for the sake of brevity. The reader is reffered to [4].

The main goal of this study is to evaluate the performance trade-
off of the actively controlled suspension system by minimizing the
carbody vertical accelerations as an indication of a better ride com-
fort and keeping the wheel-rail forces below a limit as an indication
of good rail holding on safety. Hence,

z2 = C2x+D22u

z∞ = C∞x+D∞1
d

dt
zw.

(2)

where z2 = [z̈c θ̈c]
T is the exogeneous output and z∞ = z1∞− zw

is the regulated output with,

z1∞ =

1 lw 0 0
1 −lw 0 0
0 0 1 lw
0 0 1 −lw


 zt1
θt1
zt2
θt2

 ,
and

Y =

[
− 1
mc

− 1
mc

− lb
Ic

lb
Ic

]
, Kl =

[
k2Y 02×4

]
Cl = c2Y

[
1 0 −0.5 0.5 0 0

0 1 0 0 −0.5 0.5

]
,

Fl =
[

04×2 I4
]
,

C2 =
[
Kl Cl

]
, D22 = Y,

C∞ =
[
k1Fl c1Fl

]
, D∞1 = −c1I4.

2.1. Stochastic Rail Road Modelling

The railway vehicle is assumed to travel on a random rail pro-
file with a constant speed V . The Federal Railroad Administra-
tion classified the random track irregularities into eight classes (the
last three are only hypothetical) with corresponding track rough-
ness values and maximum allowable speed limits as in Table 2. The
class 1 refers to a track with extremly poor quality where class 8
represents a hypothetically good quality with maximum travelling
speed of 250km/h [1, 5]. In the FRA standard directive the power
spectral density function used to characterize the rail track profiles
is represented with a rational function

SFRA(Ω) = ρr
Ω2
c

(Ω2 + Ω2
c)(Ω2 + Ω2

r)
, (3)

where ρr is the roughness constant and Ωr,Ωc show the cut-off
frequencies in cycle/m. The cut-off frequencies are independent
of the track classes and are fixed as Ωr = 0.146 rad/m, Ωc =
0.825 rad/m. The track roughness parameter ρr is frequently
changing during travelling and remains in the interval: 0 ≤ ρminr ≤
ρr ≤ ρmaxr , where ρmaxr , ρminr are corresponding to a very poor
and excellent quality track profiles, respectively.

Let SFRA be decomposed into its spectral factor as SFRA(Ω) =
GFRA(jΩ)GFRA(−jΩ), where

zwi = GFRAη (4)

1Hypotetical track classes
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Table 2. FRA Track Roughness Classification [5].

Track
classes

ρr
(10−6 m)

Velocity Limit
(km/h)

Class-4 0.1566 120

Class-5 0.1058 145

Class-6 0.0719 177

Class-7 1 0.04234 201

Class-81 0.0254 257

and η is a zero mean white noise process and j =
√
−1. Since

GFRA will linearly scale the Eqs. (1-2) the system with no control
(u = 0) is strongly influenced by the track roughness parameter
and the dominant system modes will be badly damped on rough
territories. Fig. 2 shows the effect of ρr on the on wheel-rail forces.
It can be seen that, the magnitude of wheel-rail forces are amplified
for the whole frequency range when the track roughness parameter
is increased. This remark is practically crucial, since the effect is
distinctly visiable also in Figs. (2)–(5) by numerical simulations.
Then, the track irregularity effects can be analyzed by tunning the
roughness parameter in a range.
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Fig. 2. The effect of ρr on the the wheel-rail force frequency
response for V = 160 km/h.

When the train is running with changing velocities on differ-
ent track profiles the ride comfort and safety considerations will be
strongly influenced. The vertical carbody acceleration z̈c respond to
rail irregularities between 0−20Hz, which corresponds the acceler-
ation felt by the passengers, while wheel-rail forces z∞ counteract
between 0− 30Hz, representing the ability of the wheels to stay in
contact with the rail surface. Since it will messy to show the effect
on different rail profiles in frequency domain, the root-mean-square
(RMS) responses are used in Figs. (3)-(4) to quantify the vibrational
effect in more compact form. From the figures, it can be seen that
even travelling on smooth tracks with considerable high speeds will
substantially increase the dynamic wheel-rail forces, endangering
the safety handling and leading to high levels of discomfort for pas-
sengers experiencing it.

In [2], it was shown that the vehicle forward speed V and the
track roughness parameter linearly multiply the RMS response of
the vehicle. If the track roughness is fixed, or likewise if the train is
travelling on a prescribed rail profile for a certain time period, e.g
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Fig. 3. Wheel-rail RMS response on the FRA track classes .
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Fig. 4. Carbody vertical acceleration RMS response on the FRA
track classes.

for a varying forward speed from 50 km/h to 210 km/h and on a
rail profile with uneveness ρ = 0.042 × 10−6, the increased lev-
els of vibration will be more prominent at high speed values. This
is demonstrated in Figs. (5)-(6) where the latter shows that speeds
V ≥ 170km/h have negative impact on the carbody accelerations
where the carbody resonance frequencies are more pronounced. In
summary, it is desirable to avoid extreme values both for roughness
parameter and speed, both lowest and highest.

The main motivation of this paper is to search for an optimal
performance of an active controller in the secondary suspension,
by evaluating the cost in ride comfort and handling properties of
the vehicle on the tracks with different qualities. Then the problem
should be defined as an affine system in terms of track roughness
parameter.

3. The Effect of Track Roughness Parameter

Let’s define a parameter-dependent-systems with the parameter
vector β = [β1 β2] for any state-space quadruplet (A,B,C,D).
Then, the parameter-dependent system P (β) = P 0 + β1P

1 is as:

P (β) =

(
A(β) + jE(β) B(β)

C(β) D(β)

)
, P 1 =

(
A1 + jE1 B1

C1 D1

)
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Fig. 5. The effect of V on carbody vertical acceleration for
ρr = 0.042× 10−6.
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where

A(β) = A0 + β1A
1, B(β) = B0 + β1B

1,

C(β) = C0 + β1C
1, D(β) = D0 + β1D

1,

E(β) = E0 + β1E
1.

(5)

In this study the effect of the track roughness parameter ρr on the
railway vehicle defined in Eqs. (1),(2) will be studied. Then, the
parameter-dependent representation of the vehicle system can be
shown as follows:

P (ρr) = P 0 + ρrP
1, (6)

with

P 0 =

 Ã0 B̃0
1 B̃0

2

C̃0
∞ D̃0

∞1 D̃0
∞2

C̃0
2 D̃0

21 D̃0
22

 , P 1 =

 Ã1 B̃1
1 B̃1

2

C̃1
∞ D̃1

∞1 D̃1
∞2

C̃1
2 D̃1

21 D̃1
22


(7)

where the quadruplet(
Ã, [B̃1 B̃2], [C̃2 C̃∞]T ,

[
D̃∞1 D̃∞2

D̃21 D̃22

] )
is the state-space realization of the augmented “track-vehicle”
model obtained by using Eqs. (1),(2)-(4) for the transfer function

matrix from the inputs [η u]T to outputs [z2 z∞]T as,

[
z2
z∞

]
=

[
C2(sI −A)−1B1sGFRA C2(sI −A)−1B2

C∞(sI −A)−1B1sGFRA C∞(sI −A)−1B2

][
η
u

]
.

Recall that, the aim of an active suspension system is to filter the
track disturbances to the carbody, without deteriorating the wheel-
rail forces. Let’s define the following cost functions through L2 and
L∞ metrics:

Design: A state feedback controller K(s) that will stabilize the
closed-loop system and

min
u

Jk

s.t ||Λk||∞ < γk.
(8)

Let’s k = 1 and J1 = Φ||Tz2η||22 be the criteria to be mini-
mized over the closed-loop transfer function Tz2η for the carbody
vertical and pitch accelerations with penalty matrix Φ > 0, and
Λ1 = Tz∞η be the inequality constraint to be satisfied for the
wheel-rail forces. This optimisation problem is going to be solved
by using LMI Toolbox in MATLAB software. All the closed loop
poles are restricted to lie on the rectangular region D ∈ R2 defined
by D = {z = x+ iy,−40 < x < −0.001, |y| < 70} to prevent
the controller blow up. To explore the active suspension perfor-
mance two different controller are going to be synthesized:

i) Kf with fixed ρr = 0.0719× 10−6 representing FRA track
Class-6;

ii) Kp with ρr ∈ (
√

0.0254× 10−6,
√

0.1566× 10−6) repre-
senting any track roughness in the FRA track Classes 4-8;

The train is assumed to travel over the track profiles with a constant
speed of V = 160 km/h. Table 3 lists the RMS responses for pas-
sive and actively controlled systems with both Kf and Kp, respec-
tively. Their percentage improvements are also shown underneath.
From the table it is seen that preknowledge of the track roughness
parameter will increase the controller performance up to 24% for
the ride comfort while keeping the handling safety within limits
(slightly improving ≈ 2.81%). A typical unworn rail profile with a
common speed limit is usualy represented with the track model in
FRA Class-6. In this study this model is taken as a reference, and
is compared with controllers where the roughness is confined in an
interval. Figs. 7-8 show that the performance improvements in Ta-
ble 3, are expectedly obtained in the low frequency range where
the human body is very sensitive to vibrations. It is seen that the
first dominant mode is very well damped, both for the carbody and
wheel-rail forces, while the second mode is kept within the passive
limits. Similar frequency responses are obtained with the controller
Kp where the track roughness is varying. This is a very motivating
result and may suggest designing polytopic controllers when its is
hard to know the precise value of the track roughness or when it
changes frequently during driving because of the geographical vari-
ations.
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Table 3. Passive and active RMS responses for (J1,Λ1).

RMS Passive Kf Kp

z̈c 0.0134 0.0102
(24.04%)

0.0114
(14.94%)

θ̈c 0.0023 0.0019
(17.82%)

0.0021
(7.98%)

z∞ 231.32 224.82
(2.81%)

213.71
(7.62%)

The controllers Kf and Kp are also tested on different rail pro-
files with changing track roughnesses for V = 160km/h as re-
ported in Figs. (9)-(10). From the figures it seen that the RMS re-
sponses are increasing on rough surfaces for any kind of controller
butKp copes better for wheel-rail forces on harsh conditions, while
Kf performs much better for carbody vertical accelerations.
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Fig. 7. z̈c frequency responses: (−): Passive; (−−): Active
design with Kf controller; (...): Active design with Kp controller.
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Fig. 8. z∞ frequency responses: (−): Passive; (−−): Active
design with Kf controller; (...): Active design with Kp controller.

The safety handling counterpart of this optimization problem
should also be elaborated, for conditions when safety requirements
are of utmost priority. Then, the handling cost function is defined
as J2 = Π||Tz∞η ||22 for any weighting matrix Π > 0 and the con-
straint function is Λ2 = Tz2η in Eq. (8) for k = 2. Here it is in-
tended to minimize the dynamic forces transmitted from the track to
the wheels or vice versa for environmental vibration isolation with-
out any allowed degradation in passenger comfort. Note that the
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comfort and the handling criteria have switched places in the opti-
mization problem in Eq. (8) and the handling oriented cost function
J2 also guarantees any impervious force transmission from the train
to the environmental buildings at high speeds.

This problem is solved for the same LMI region D and ρr con-
fined in (ρminr , ρmaxr ) for FRA track classes in Table 2. Let K̃f

shows the state feedback controller designed with a fixed ρr , and
K̃p represents a controller designed for system with polytopic un-
certainity ρr . The numerical computation for the RMS responses
are repoorted in Table 4. The frequency response plots are shown
in Figs.(11)-(12). From the figures it can be concluded as follows:

• The handling control provides the best results in terms of
passenger comfort without a degradation (≈ 0.6% improve-
ment) of the performances in safety handling. Note that the
best ride comfort performances are obtained by the mini-
mization of the handling criteria.

• The optimal handling response outperforms the passive set-
ting at the low and mid frequencies. Interestingly, the active
controllers slightly attenuate the magnitude around the wheel
(second) dominant mode where a probable invariant point is
located.

• At high frequencies, e.g above 15Hz, the carbody verti-
cal accelaration appears to be not so well attenuated, even
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markedly increased. But this won’t be of concern, since the
human body is insensitive to amplifications above these fre-
quencies.

Table 4. Passive and active RMS responses for (J2,Λ2).

RMS Passive K̃f K̃p

z∞ 231.32 229.80
(0.6%)

223.17
(3.47%)

z̈c 0.0134 0.0110
(17.64%)

0.0117
(12.35%)

θ̈c 0.0023 0.0016
(27.60%)

0.0017
(23.86%)
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Fig. 11. z∞ frequency responses: (−): Passive; (−−): Active
design with K̃f controller; (...): Active design with K̃p controller.
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Fig. 12. z̈c frequency responses: (−): Passive; (−−): Active
design with K̃f controller; (...): Active design with K̃p controller.

4. Conclusion

In this paper, a 6 DOF half-car model for a high speed railway
vehicle is considered. The vehicle is assumed to travel on the ran-
dom track profiles classified by international FRA directive. The
effect of the track roughness parameter on the performance trade-
off for the ride comfort and safety handling is discussed in detail.

The influence of forward speed on different track conditions is also
discussed. A polytopic system representation is adapted to cope up
with track roughness uncertainities during driving. A cost function,
representing the performance objective, either comfort or handling
to be minimized and the norm bounded dynamical inequality con-
straints are defined for two different active applications. The perfor-
mance limitations both for the handling and ride comfort criteria are
discussed for two different types of controllers designed: (i) when
the track roughness parameter is precisely known; (ii) when is con-
fined in an interval. The optimisation problems are solved by using
LMI Toolbox in MATLAB software. The solutions obtained pro-
vide sucessfull improvements in the carbody vertical and pitch ac-
celerations for active suspensions without deteriorating the dynamic
wheel-rail forces. This is quite motivating to carry on a futher study
that will concentrate on detailed modelling of the wheel-rail contact
to eloborate the influence of wheel-rail forces on the suspension
system or environmental surroundings.
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